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1 Introduction

This thesis is on a program transformation of functional programs called fusion. Consider three types $A$, $B$, and $C$ and two recursive programs $f$ and $g$ with typing $C \xrightarrow{f} B \xrightarrow{g} A$. We call a program $h : C \leftarrow A$ a fusion of the consumer $f$ and the producer $g$ if two conditions are satisfied:

(i) $\left[ f \right] \cdot \left[ g \right] = \left[ h \right]$, and

(ii) the intermediate data-structure $B$ does not occur in $h$.

The condition (i) is the correctness of the fusion w.r.t. the denotational semantics $\left[ . \right]$. If the semantics is compositional it can be trivially satisfied setting $h = f \cdot g = \lambda x \rightarrow f(g x)$. The essential point is condition (ii): the elimination of the intermediate data-structure (which excludes the trivial solution).

An important application of fusion is the deforestation of functional programs, i.e. a program transformation to eliminate intermediate tree-like data structures, hoping to improve the runtime behavior of the program.

Various fusion techniques are known: deforestation [Wad90], short cut fusion [GLP93, TM95, Gil96, Joh01], or syntactic composition of tree transducers (and attribute grammars) [Eng75, Eng80, Füls81, CF82, EV85, Gie88, CDPR97b, CDPR97a, Küh98, FV98, VK01].

The objectives of this thesis are

(i) to model tree transducers, semantics of tree transducers, and composition of tree transducers in category theory,

(ii) to compare tree transducer composition with short cut fusion, and

(iii) to compose syntactic classes of tree transducers without doing tedious induction proofs.

We can use results from (i) for (ii), because short cut fusion can be described in category theory in form of the acid rain theorem [TM95]. A nice definition and proof principle used in category is the concept of universal properties. The latter make it possible to avoid detailed induction proofs, and thus results from (i) can also be used for (iii). However, for (i) we discovered two independent and completely different solutions: the initial

---

1 Please forgive us for drawing all arrows from right to left. In Subsection 2.1.2 we explain why we prefer it this way. However, in program examples we follow the Haskell [PH99] syntax and use arrows from left to right.
algebra approach (Section 1.3 and Chapter 5) and the free monad approach (Section 1.4 and Chapter 6).

Let us start with a closer look on short cut fusion (Section 1.1), the composition of tree transducers (Section 1.2 and Chapter 3), and on the two aforementioned different approaches to model tree transducers in category theory:

## 1.1 Short cut fusion

Short cut fusion is a fusion technique which uses a single, local transformation rule called the cata/build-rule [GLP93, Gil96]. Consider the Haskell program:

```haskell
data Tree = Alpha | Sigma(Tree, Tree)
data List = N | A List | B List

zig :: Tree → List
zag :: Tree → List
zig Alpha = N
zag Alpha = N
zig (Sigma(x1, x2)) = A(zag x1)
zag (Sigma(x1, x2)) = B(zig x2)

bin :: List → Tree
bin N = Alpha
bin (A x) = Sigma(bin x, bin x)
bin (B x) = Sigma(bin x, bin x)

binzig :: Tree → Tree
binzig = bin ⋅ zig

binzag :: Tree → Tree
binzag = bin ⋅ zag
```

We will deforest the function binzig: In order to use the cata/build-rule to fuse the functions bin and zig we have to express zig as a build and bin as a cata (which is a shorthand for catamorphism). The build for the List data structure is defined by

```haskell
build :: (forall c. c → (c → c) → (c → c) → d → c) → (d → List)
build g = g N A B
```

where the semantics of build is to apply its argument to the List-constructors. Then we can write

```haskell
zig = build zig'
zag = build zag'
```
1.1 Short cut fusion

\[
\begin{align*}
\text{zig}' &:: c \to (c \to c) \to (c \to c) \to \text{Tree} \to c \\
\text{zag}' &:: c \to (c \to c) \to (c \to c) \to \text{Tree} \to c \\
\text{zig}' \ n \ a \ b \ \text{Alpha} &= n \\
\text{zag}' \ n \ a \ b \ \text{Alpha} &= n \\
\text{zig}' \ n \ a \ (\Sigma(x_1, x_2)) &= a(\text{zag}' \ n \ a \ x_1) \\
\text{zag}' \ n \ a \ (\Sigma(x_1, x_2)) &= b(\text{zig}' \ n \ a \ x_2)
\end{align*}
\]

where \text{zig}' and \text{zag}' are \text{zig} and \text{zag}, respectively, in which we have abstracted from the \text{List}-constructors. The second ingredient — the catamorphism for the \text{List} data structure — is given by

\[
\begin{align*}
cata n \ a \ b \ N &= n \\
cata n \ a \ b \ (A \ x) &= a(\text{cata} \ n \ a \ b \ x) \\
cata n \ a \ b \ (B \ x) &= b(\text{cata} \ n \ a \ b \ x)
\end{align*}
\]

where the semantics of \text{cata} is to substitute the \text{List}-constructors \text{N}, \text{A}, and \text{B} by the functions \text{n}, \text{a}, and \text{b}, respectively, e.g. \text{cata} \ n \ a \ b \ (B(A(B \ N))) = b(a(b \ n)). It is easy to see that we can express the function \text{bin} as a \text{cata} in the following way:

\[
\text{bin} = \text{cata} \ \text{Alpha} \ (\lambda \ x \to \Sigma \ x \ x) \ (\lambda \ x \to \Sigma \ x \ x)
\]

Now we can apply the \text{cata/build-rule}

\[
g :: c \to (c \to c) \to (c \to c) \to d \to c \\
cata n \ a \ b \cdot \text{build} \ g = g \ n \ a \ b
\]

which leads to

\[
\begin{align*}
\text{binzig} &= \text{bin} \cdot \text{zig} \\
&= \text{cata} \ \text{Alpha} \ (\lambda \ x \to \Sigma \ x \ x) \ (\lambda \ x \to \Sigma \ x \ x) \cdot \text{build} \ \text{zig}' \\
&= \text{zig}' \ \text{Alpha} \ (\lambda \ x \to \Sigma \ x \ x) \ (\lambda x \to \Sigma \ x \ x)
\end{align*}
\]

and similarly for \text{binzag}. Finally, by applying \text{binzig} (and \text{binzag}) to every possible input pattern, we obtain the program

\[
\begin{align*}
\text{binzig Archer} &= \text{Alpha} \\
\text{binzag Archer} &= \text{Alpha} \\
\text{binzig} \ (\Sigma(x_1, x_2)) &= \Sigma((\text{binzag} \ x_1), \ (\text{binzag} \ x_1)) \\
\text{binzag} \ (\Sigma(x_1, x_2)) &= \Sigma((\text{binzig} \ x_2), \ (\text{binzig} \ x_2))
\end{align*}
\]

Notice that the \text{List} data structure has been eliminated.

Originally, short cut fusion and the \text{cata/build-rule} were defined only for the list data type. This restricted transformation has also been implemented in the GHC (Glasgow...
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Haskell Compiler) \[PTH01\]. For arbitrary regular data types of the polymorphic \(\lambda\)-
calculus \(\text{PolyFix}\) (but not for Haskell) a proof for the correctness of short cut fusion is
given in \[Joh01\]. It is also possible to prove an abstract version in terms of category
theory of the \text{cata/build-rule} which is known as the \text{acid rain theorem} \[TM95\]. We will
prove the following version:

\[
H : \langle C^F, | \cdot |^F \rangle \leftarrow \langle C^G, | \cdot |^G \rangle
\]

\[
\langle \varphi \rangle^G \cdot \langle \text{Hin}_G \rangle^F = \langle \text{H} \varphi \rangle^F
\]

where \(\langle \varphi \rangle^G\) is the category theory notation for the catamorphism, which is the unique
solution of the equation \(\langle \varphi \rangle^G \cdot \text{in}_G = \varphi \cdot G\langle \varphi \rangle^G\). \(G\) is an endofunctor, \(\varphi\) is a \(G\)-algebra,
and \(\text{in}_G\) is an initial \(G\)-algebra. The role of the \text{build} is taken by a concrete functor \(H\).
Other generalizations of short cut fusion can \textit{e.g.} be found in \[LS95\] and \[HIT96\].

We also prove a generalization (Proposition 5.2.2.1):

\[
H : \langle C^F, | \cdot |^F \rangle \leftarrow \langle C^G, U \cdot | \cdot |^G \rangle
\]

\[
U\langle \varphi \rangle^G \cdot \langle \text{Hin}_G \rangle^F = \langle \text{H} \varphi \rangle^F
\]

where \(U\) is an arbitrary faithful endofunctor. The additional functor \(U\) makes it possible
to conveniently describe mutual recursive functions.

Our above version of the \text{acid rain theorem} is true in any category for any endofunctors
\(F\), \(G\), and \(U\) such that \(F\) and \(G\) have initial algebras and \(U\) is faithful. The traditional
approach to prove the correctness of short cut fusion for a specific programming language
uses the \text{free theorems} \[Wad89\] or relies on the existence of a parametric model for that
language \[Joh01\]. We will use our new \text{acid rain theorem} to prove correctness of short cut
fusion for the language of top-down tree transducers (which can be viewed as a syntactic
fragment of a functional programming language) directly without \text{free theorems} or a
parametric model. This new approach promises new possibilities for correctness proofs
of short cut fusion and its generalizations for functional programming languages.

Notice that in our version of the \text{acid rain theorem} both functions are given as cata-
morphisms. In fact we can state a symmetric version (Theorem 5.2.2.2) where \text{fusion}
turns out to be the composition in some category. Since the composition of a category
is associative we can see immediately that the order of successive fusions is irrelevant,
which can be of use for implementations.

1.2 Syntactic composition of tree transducers

The concept of top-down tree transducers has been introduced by \[Rou68, Rou70\]
and \[Tha70\]. Roughly speaking, such a transducer \(T = (Q, \Sigma, \Delta, q_0, R)\) is a deterministic
finite-state top-down tree automaton (with state set \(Q\)) which reads a given input tree
(over some ranked alphabet \(\Sigma\)) starting from the root, stepping towards the leaves, and
thereby producing an output tree (over some ranked alphabet \(\Delta\)). The behavior of the
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A top-down tree transducer can be viewed as a functional program by turning states into functions and rewrite rules into defining equations (cf. the functional program from above). Clearly, only particular functional programs are related to top-down tree transducers. Roughly speaking, a top-down tree transducer is a primitive-recursion scheme with mutual recursion (cf. [EV91, FHVV93, NV01] for the computational power of tree transducers).

Let us denote the fact that a top-down tree transducer $T$ has input alphabet $\Sigma$ and output alphabet $\Delta$ by $\Delta \xrightarrow{T} \Sigma$. The semantics of $T$ is a tree transformation $T_{\Delta} \theta \xrightarrow{[T]} T_{\Sigma} \theta$ where $T_{\Sigma} \theta$ and $T_{\Delta} \theta$ are the sets of trees over $\Sigma$ and $\Delta$, respectively. For two given top-down tree transducers $\Gamma \xrightarrow{T_2} \Delta \xrightarrow{T_1} \Sigma$ with semantics $T_1 \theta \xrightarrow{[T_1]} T_2 \theta \xrightarrow{[T_2]} T_{\Delta} \theta \xrightarrow{[T_1]} T_{\Sigma} \theta$ we can construct a new top-down tree transducer $\Gamma \xrightarrow{T_2 \cdot T_1} \Sigma$ such that the following composition result holds:

$[T_2] \cdot [T_1] = [T_2 \cdot T_1]$ \hspace{1cm} (*)

and thus the intermediate $\Delta$-trees are eliminated. The basic idea for the construction of $T_2 \cdot T_1$ is to run a slightly modified version of $T_2$ on the right hand sides of the rules of $T_1$ to obtain the right hand sides of the rules of $T_2 \cdot T_1$. Then $T_2 \cdot T_1$ is called the syntactic composition of $T_1$ and $T_2$. In order to illustrate this fusion technique let us consider the top-down tree transducer $T_1$ as shown above and the following top-down tree transducer $T_2$:

$\begin{align*}
\text{bin } N & \rightarrow \alpha \\
\text{bin}(A x_1) & \rightarrow \sigma(\text{bin } x_1, \text{bin } x_1) \\
\text{bin}(B x_1) & \rightarrow \sigma(\text{bin } x_1, \text{bin } x_1)
\end{align*}$

which also corresponds to a part of our example Haskell-program. If we apply the syntactic composition to these two tree transducers, then we obtain the top-down tree transducer $T_2$:

$\begin{align*}
\text{zig } \alpha & \rightarrow N \\
\text{zag } \alpha & \rightarrow N \\
\text{zig}(\sigma(x_1, x_2)) & \rightarrow A(\text{zag } x_1) \\
\text{zag}(\sigma(x_1, x_2)) & \rightarrow B(\text{zig } x_2)
\end{align*}$

where \text{zig} and \text{zag} are states of rank 1, $\sigma$ and $\alpha$ are input symbols of rank 2 and 0, respectively, $A$, $B$, and $N$ are output symbols of rank 1, 1, and 0, respectively, and $x_1$ and $x_2$ are term rewrite variables. By applying the usual term rewrite semantics, for every input tree $t$, the unique normal form of $\text{zig}(t)$ is a monadic tree $A(B(A\ldots N\ldots))$ which shows the zig-zag path through $t$. Thus, in general, the semantics of a tree transducer is a tree transformation, i.e. a function mapping trees onto trees.
transducer $T_2 \cdot T_1$:

\[
\begin{align*}
(bin, zig)\alpha & \rightarrow \alpha \\
(bin, zag)\alpha & \rightarrow \alpha \\
(bin, zig)(\sigma(x_1, x_2)) & \rightarrow \sigma((bin, zag)x_1, (bin, zag)x_1) \\
(bin, zag)(\sigma(x_1, x_2)) & \rightarrow \sigma((bin, zig)x_2, (bin, zig)x_2).
\end{align*}
\]

And this corresponds to the equations of the functional program that we have calculated for \textit{binzig} (and \textit{binzag}) using short cut fusion.

The syntactic composition of top-down tree transducers has been introduced and thoroughly studied in [Eng75, Eng77, Bak79, Eng82]. Further investigations of composition of semantically larger classes of transducers can be found in [Ful81, Gie88, Küh98, CDPR97b, CDPR97a] for attributed tree transducers, in [Eng80, CPS82, EV85] for macro tree transducers (or for primitive-recursive program schemes with parameters), and in [EV88] for high-level tree transducers (also \textit{cf.} the survey articles and monographs [GS84, GS97, FV98]). In [Küh99, KV01] the composition of tree transducers has been compared with the deforestation method for functional programs [Wad90] in a syntactical framework.

### 1.3 The initial algebra approach

An obvious question is: What is the relationship between the two fusion techniques introduced in the last two sections?

In order to compare them we will introduce the notion of an \textit{algebraic transducer} which is a generalization of a catamorphism, and we will show a respective fusion result which is a generalization of the \textit{acid rain theorem}. Then — described in the language of category theory — both fusion techniques are instances of this generalization. The following diagram gives a rough illustration of this generalization process:

Let us explain now a bit more the notion of an algebraic transducer and the consequences of the generalized \textit{acid rain theorem}. (We assure those readers who are not
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familiar with notions from category theory that we will develop later all the needed techniques in quite some detail.) The main idea is to reinvent tree transducers on the abstract level of category theory, where we have the following intuition how the ingredients of a top-down algebraic transducer are related to those of a top-down tree transducer:

<table>
<thead>
<tr>
<th>top-down tree transducer</th>
<th>( T = (Q, \Sigma, \Delta, q_0, R) )</th>
<th>( C = (H, U, \pi) : G \leftarrow F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>finite set of states</td>
<td>( Q \leftrightarrow U : \text{Set} \leftarrow \text{Set} )</td>
<td>faithful endofunctor</td>
</tr>
<tr>
<td>ranked input-alphabet</td>
<td>( \Sigma \leftrightarrow F : \text{Set} \leftarrow \text{Set} )</td>
<td>endofunctor</td>
</tr>
<tr>
<td>ranked output-alphabet</td>
<td>( \Delta \leftrightarrow G : \text{Set} \leftarrow \text{Set} )</td>
<td>endofunctor</td>
</tr>
<tr>
<td>initial state</td>
<td>( q_0 \in Q \leftrightarrow \pi : \text{Id} \leftarrow U )</td>
<td>natural transformation</td>
</tr>
<tr>
<td>finite set of rules</td>
<td>( R \leftrightarrow \text{H} \text{in}_G )</td>
<td>where ( H ) is a concrete functor</td>
</tr>
<tr>
<td>set of ( \Sigma )-trees</td>
<td>( T_\Sigma \emptyset \leftrightarrow \mu F )</td>
<td>least fixed point of ( F )</td>
</tr>
<tr>
<td>set of ( \Delta )-trees</td>
<td>( T_\Delta \emptyset \leftrightarrow \mu G )</td>
<td>least fixed point of ( G )</td>
</tr>
<tr>
<td>tree transformation</td>
<td>( [T] : T_\Delta \emptyset \leftarrow T_\Sigma \emptyset \leftrightarrow [C] = \pi \cdot (\text{H} \text{in}_G)_F : \mu G \leftarrow \mu F )</td>
<td></td>
</tr>
</tbody>
</table>

We will also formalize this relationship and call the top-down tree transducer \( T \) and the top-down algebraic transducer \( C \) related and write \( T \approx C \). Moreover we will define a function \( R \) which maps a given top-down tree transducer \( T \) to a related top-down algebraic transducer \( T \approx R T \).

The concrete functor \( H \) plays a particular rôle in our formalization. Intuitively \( H \) describes a ‘rule-pattern’ in which the parameters can be substituted by particular ‘output-functions’, such that we obtain the ‘rules’ of \( C \) if we substitute the parameters by the ‘output-symbols’ of \( C \). The initial \( G \)-algebra \( \text{in}_G \) stands for the ‘output-symbols’ of \( C \) and thus \( \text{H} \text{in}_G \) describes the ‘rules’ of \( C \). Finally, the catamorphism \( (\text{H} \text{in}_G)_F \) yields the fixed point of the ‘rules’ by induction and the natural transformation \( \pi \) selects the value of the ‘initial state’. We show that all algebraic transducers over some category \( C \) are the morphisms of a category (denoted by \( \text{AT}_C \)), where the composition is defined as follows:

\[
(H_2, U_2, \pi_2) \cdot (H_1, U_1, \pi_1) = (H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 \ast \pi_2),
\]

and the category \( \text{td-AT}_C \) of all top-down algebraic transducers is its subcategory. The crucial point is the composition \( H_1 \cdot H_2 \) where the ‘rules’ of the second algebraic transducer \( (H_2, U_2, \pi_2) \) are used as ‘output-symbols’ for the first algebraic transducer \( (H_1, U_1, \pi_1) \). The reader should compare this idea with the cata/build-rule on page 3.

The amazing coincidence is that this composition which comes natural with the definition of an algebraic transducer turns out to be a generalization of short cut fusion in the following sense: With the functorial acid rain theorem (Theorem 5.2.2.2) we can prove that the semantics \( [\cdot] \) of algebraic transducers over \( C \) is a functor \( [\cdot] : C \leftarrow \text{AT}_C \), i.e.

\[
[(H_2, U_2, \pi_2)] \cdot [(H_1, U_1, \pi_1)] = [(H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 \ast \pi_2)].
\]
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On the other hand we prove that top-down tree transducers (modulo isomorphism) with syntactic composition form a category \( td-T \) and that \( R : td-AT_{\mathcal{Set}} \rightarrow td-T \) is an embedding functor (Theorem 5.4.3.5). This functor respects the semantics (Corollary 5.4.2.11), i.e.:

\[
\begin{align*}
\llbracket \cdot \rrbracket & = \llbracket 1 \rrbracket \cdot R,
\end{align*}
\]

on \( td-tt \) on \( td-AT \)

Then the syntactic composition of top-down tree transducers (cf. statement (*)): \( \llbracket T_2 \rrbracket \cdot \llbracket T_1 \rrbracket = \llbracket T_2 \cdot T_1 \rrbracket \) on page \( \text{[5]} \) is short cut fusion of the corresponding algebraic transducers (Theorem 5.4.3.5):

\[
R T_2 \cdot R T_1 = R(T_2 \cdot T_1).
\]

Note that this equation compares the result of the syntactic composition \( T_2 \cdot T_1 \) of top-down tree transducers \( T_1 \) and \( T_2 \) with the short cut fusion \( R T_2 \cdot R T_1 \) of the corresponding algebraic transducers \( R T_1 \) and \( R T_2 \) on a syntactic level, i.e., the two fusion techniques are structurally the same. Clearly, as a consequence on the semantical level, we obtain:

\[
\llbracket R T_2 \rrbracket \cdot \llbracket R T_1 \rrbracket = \llbracket R(T_2 \cdot T_1) \rrbracket
\]

i.e.

\[
\llbracket T_2 \rrbracket \cdot \llbracket T_1 \rrbracket = \llbracket (T_2 \cdot T_1) \rrbracket.
\]

1.4 The free monad approach

Short cut fusion is based on the cata/build-rule [GLP93], cata/augment-rule [Gil96], or acid rain theorem [TM95]. Therefore it is necessary to represent the consumer as a catamorphism. A catamorphism is a generalization of the well known list-function foldr for arbitrary regular types. In terms of category theory a catamorphism is the unique algebra morphism from an initial algebra.

We have invented a new fusion technique using monads: instead of a catamorphism we use the unique monad morphism from a free monad.

Consider the small Haskell program:

\[
\begin{align*}
\textbf{data} & \textbf{Nat} & = & \text{Zero} | \text{Succ Nat} \\
\textbf{data} & \textbf{Bool} & = & \text{False} | \text{True} \\
\text{even} & \text{Zero} & = & \text{True} \\
\text{even} & (\text{Succ } n) & = & \text{odd } n \\
\text{odd} & \text{Zero} & = & \text{False} \\
\text{odd} & (\text{Succ } n) & = & \text{even } n
\end{align*}
\]
The latter four equations define the two mutually recursive functions even and odd. We can view this system of equations as a function:

$$\varphi_X : T_\Delta(QX) \leftarrow Q(\Sigma X),$$

where $X = \{n\}$ is the set of variables. The endofunctors $\Sigma$, $\Delta$, and $Q$ describe the application of ranked symbols\(^2\) from $\{\text{Zero}^{(0)}, \text{Succ}^{(1)}\}$, $\{\text{True}^{(0)}, \text{False}^{(0)}\}$, and $\{\text{even}^{(1)}, \text{odd}^{(1)}\}$, respectively, to a set $\Sigma X = \{\text{Zero}\} \cup \{\text{Succ} \, x | x \in X\}$. The functor $T_\Delta$ constructs all $\Delta$-trees over a set $X$:

$$T_\Delta X \cong \mu(\Delta + X).$$

It is now possible to show (Proposition 6.1.3.1) that the function $\varphi_X$ is natural in $X$ and thus we have a natural transformation:

$$\varphi : T_\Delta \cdot Q \leftarrow Q \cdot \Sigma$$

which we call the rule of the functional program. Thus we opened the door to the realm of category theory.

Using some category theory magic (like the relation of adjoint functors and monads) we can equivalently transform this rule into the form:

$$\varphi^\dagger : \|H\Delta^*\| \leftarrow \Sigma$$

where $\Delta^* = (T_\Delta, \eta, \mu)$ denotes the free monad over $\Delta$, $H$ is an endofunctor, and $\| \cdot \|$ the forgetful functor mapping a monad onto its underlying endofunctor. A rule in the latter form is the main ingredient of a so called monadic transducer which we introduce in Definition 6.3.1.1.

Using the universal property of a free monad (Definition 4.4.3.1) we can define a denotational semantics for monadic transducers. Moreover, we have proved a new fusion theorem for monadic transducers (Theorem 6.3.2.5) w.r.t. this semantics. In particular we can prove the condition (ii), i.e. the elimination of the intermediate data-structure.

Our construction depends on the syntactic structure of the functional programs $f$ and $g$ which we want to compose. We use syntactic classes of tree transducers to describe sufficient syntactic forms of the functional programs. A tree transducer is a finite tree automaton with in- and output. Its integral part is a set of rules. Some classes of tree transducers can be viewed as syntactic fragments of functional programming languages. Our example Haskell program is a top-down tree transducer which has the two states even and odd.

\(^2\)Sometimes we annotate a symbol with its rank (as a superscript in parenthesis).
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The composition of top-down tree transducers is an instance of short cut fusion. But for more complicated tree transducers we have not been able to apply short cut fusion, and that is why we invented the monadic transducer.

Moreover, we are interested in the question, whether syntactic classes of tree transducers are closed under fusion. This question has been answered (positively or negatively) for many classes of tree transducers. The constructions and proofs of the classical results differ depending on the specific class of tree transducers investigated. Using our monadic transducer we can describe many kinds of tree transducers in a uniform way. Once modeled as a monadic transducer, it is easy to do a fusion and then inspect whether the result is a tree transducer of a specific class.

We will show how to compose homomorphism top-down, top-down, simple basic macro, basic macro, macro with our new approach. And we will outline how to extend our new approach to the fusion of top-down tree to tree-series transducers and bottom-up tree transducers. Even though we use some esoteric category theory, our results will be down-to-earth constructions which are applicable to transform real functional programs (Figure 6.3).

1.5 Structure of the thesis

Our main results are:

- A new variant of the acid rain theorem for mutually recursive functions where the semantics of the build is described by a concrete functor (Proposition 5.2.2.1).
- A symmetric form (i.e. consumer and producer have the same syntactic form) of our new acid rain theorem where fusion is composition in a category and thus in particular associative (Theorem 5.2.2.2).
- Applying short cut fusion (using the acid rain theorem) to compose top-down tree transducers yields the same result (on a syntactic level) as the classical top-down tree transducer composition (Theorem 5.4.3.2).
- A fusion theorem for monadic transducers (Theorem 6.3.2.5).
- We prove that homomorphic monadic transducers are semantically equivalent (Theorem 6.3.3.2). This makes it possible (using Corollary 6.3.3.3) to compose syntactic classes of tree transducers (or functional programs) by simply composing endofunctors (Subsection 6.5.2).

The structure of the thesis is as follows:

- We start with some preliminaries where we introduce symbols and notations, that we will use for universal algebra and category theory.
- In Part I we give a brief introduction to the theory of tree transducers and we collect all the notions and theorems of category theory that we will need. Most of
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this can be found in standard text books. However, we give a presentation focused on our needs and use a uniform notation.

• In Part II we generalize tree transducers in category theory:
  
  – In Chapter 5 we start with an initial algebra approach: This approach follows the ideas of short cut fusion and the acid rain theorem.
  
  – In Chapter 6 we develop a free monad approach: In the same way as monoids are used in automata theory, we use monads in the theory of tree transducers.
2 Preliminaries

2.1 General notions

The set of natural numbers starting from one is denoted by \( \mathbb{N} \) and the set of natural numbers starting from zero is denoted by \( \mathbb{N}_0 \).

2.1.1 Sets and classes

The set of all sets does not exist for set theoretical reasons. But it is possible to define the notion of classes and in particular the class of all sets. That is why a category is made up of a class of objects together with a class of morphisms, so it is possible to define the category \( \textbf{Set} \) of all sets. For similar reasons the class of all classes does not exist. But it is possible to define the notion of conglomerates and in particular the conglomerate of all classes. And thus we can define the meta-category \( \textbf{CAT} \) of all categories. Notice, that the axioms for a category and for a meta-category are equal with the only exception that we use classes in the first case and conglomerates in the second. Hence all notions and theorems from category theory, as long as they do not refer to essential properties of classes, can be lifted immediately to meta-category theory.

2.1.2 Functions and arrows

We denote the fact that a function \( f \) maps to a set \( A \) from a set \( B \) by \( B = \text{dom} \ f \) and \( A = \text{cod} \ f \) or by the relation \( f : A \leftarrow B \). We will use this notation for a morphism \( f \) to an object \( A \) from an object \( B \) as well. A function is nothing else than a morphism in the category \( \textbf{Set} \). In order to avoid parentheses we will use the conventions \( f x = f(x) \) and \( F f x = (F f)x \) for function applications. The composition \( f g : A \leftarrow C \) of two functions \( f : A \leftarrow B \) and \( g : B \leftarrow C \) is defined by \( \forall x \in C. (f g) x = f(gx) \). This is the reason why the arrows point to the left\(^1\).

\[
\begin{array}{ccc}
A & \xleftarrow{f} & B \\
\downarrow{f \cdot g} & & \downarrow{g} \\
B & \xleftarrow{g} & C
\end{array}
\]

We assume that function application binds stronger than function composition and the latter binds stronger than any other binary operation. Super and subscripts have the highest precedence, e.g. \( \Sigma^* + H \Delta^* = (\Sigma^*) + (H(\Delta^*)) \)

\(^1\)Arrows pointing to the right are consistent with the commuted composition \( g f = f g \).
For some functions we use an infix, outfix, or superscript notation. In order to write down such a function in a point free style, we use the symbol ‘.’ as a placeholder for the argument: e.g. \((A + \cdot) : A + B \leftarrow B, |\cdot| : |T| \leftarrow T\), or \((\cdot)^* : \Sigma^* \leftarrow \Sigma\). Then we can write expressions like \(|\cdot| \cdot (\cdot)^*\) for the function \(|\Sigma^*| \leftarrow \Sigma\), i.e. \((|\cdot| \cdot (\cdot)^*)\Sigma = |\Sigma^*|\).

### 2.2 Universal algebra

The universal algebra that we need can be found in standard textbooks like [Ihr88, Wec92].

#### 2.2.1 Trees, terms and substitution

**2.2.1.1 Definition (ranked alphabet).** \(\Sigma = (\Sigma, \text{rank}_\Sigma)\) where \(\Sigma\) is a finite set and \(\text{rank}_\Sigma : \mathbb{N}_0 \rightarrow \Sigma\) is a function is called a ranked alphabet. For every \(r \in \mathbb{N}_0\) we define the set \(\Sigma^{(r)} = \{\sigma \in \Sigma \mid \text{rank}_\Sigma = r\}\). If \(\Sigma = \Sigma^{(1)}\), then \(\Sigma\) is called unary. If \(#\Sigma^{(0)} = 1\) and \(\Sigma^{(k)} = \emptyset\) for every natural number \(k > 2\), then \(\Sigma\) is called monadic\(^2\).

Sometimes we write \(\Sigma = \{\sigma_1^{(r_1)}, \ldots, \sigma_k^{(r_k)}\}\) to indicate that \(\Sigma = (\Sigma, \text{rank}_\Sigma)\) is a ranked alphabet with \(\Sigma = \{\sigma_1, \ldots, \sigma_k\}\) and \(\text{rank}_\Sigma \sigma_i = r_i\).

**2.2.1.2 Definition (term, tree).** Let \(\Sigma\) be a ranked alphabet and \(X\) be a set. The set \(T_{\Sigma,X}\) of all \(X\)-indexed \(\Sigma\)-terms (or \(\Sigma\)-trees\(^3\)) is the smallest set such that

\[
\begin{align*}
    x & \in X & & x \in T_{\Sigma,X} \\
    \sigma t_1 \cdots t_r & \in T_{\Sigma,X} & & r \in \mathbb{N}_0, \sigma \in \Sigma^{(r)}, t_1, \ldots, t_r \in T_{\Sigma,X}.
\end{align*}
\]

The set of variables occurring in a term \(t \in T_{\Sigma,X}\) is denoted by \(\text{var}_X t\). The function \(\text{var}_X : \text{Pot}\ X \leftarrow T_{\Sigma,X}\) is defined by

\[
\text{var}_X(t) = \{x\} \quad \text{and} \quad \text{var}_X(\sigma t_1 \cdots t_r) = \bigcup_{i=1}^r (\text{var}_X t_i).
\]

A \(\Sigma\)-term is called monadic if \(\Sigma\) is monadic. A term \(t \in T_{\Sigma,X}\) is called linear if every variable \(x \in X\) occurs at most once in \(t\). The set of all linear terms \(T_{\Sigma,X}^{\text{lin}}\) is the smallest set such that

\[
\begin{align*}
    x & \in X & & x \in T_{\Sigma,X}^{\text{lin}} \quad \text{and} \quad t \in T_{\Sigma,X}^{\text{lin}} \quad \text{if } x \in X \quad \text{and} \quad x \in X_i \subseteq X \quad \forall i \neq j, X_i \cap X_j = \emptyset.
\end{align*}
\]

\(^2\)This is not related to monads (see Note 4.1.1). 

\(^3\)More precisely a tree would be a labeled graph representing a term. We will not use the graph-theoretic notion of a tree. The ‘\(X\)-indexed \(\Sigma\)-trees’ are sometimes also called the ‘\(X\)-incomplete \(\Sigma\)-branching trees’.
Moreover we define the set of all \((\Sigma, X)\)-contexts by \(T^{\Sigma X}_X = \{ t \in T^\Sigma X \mid \text{var}_X t = X \}\).

Obviously \(T^{\Sigma X}_X \subseteq T^{\Sigma X}_X \subseteq T^\Sigma X\).

**Attention:** In Chapter 5 we prefer to write a term \(\sigma t_1 \cdots t_k\) in the form \(\sigma(t_1, \ldots, t_k)\), because we will identify every symbol \(\sigma\) of rank \(k\) with the \(k\)-ary function \(T^\Sigma X \leftarrow (T^\Sigma X)^k : \sigma t_1 \cdots t_k \mapsto (t_1, \ldots, t_k)\). Moreover, we will omit the quote preceding a variable whenever it is obvious whether a symbol is intended to be a variable or a tree.

In Chapter 5 we prefer to write ranked alphabets as \(\Sigma\) and the set of terms as \(T_{\Sigma \emptyset}\). In Chapter 6 we write \(\Sigma\) and \(T^\Sigma\) to emphasize that these are (or induce) functors.

### 2.2.1.3 Definition (substitution).

Let \(\Sigma\) be a ranked alphabet. Let \(s \in T^\Sigma X\) and \(y \in X\).

1. The substitution function \([s/y] : T^\Sigma X \rightarrow T^\Sigma X\) is defined by

\[
[s/y](\tau x) = \begin{cases} 
  s & \text{if } x = y, \\
  \tau x & \text{otherwise,}
\end{cases}
\]

\([s/y](\sigma t_1 \cdots t_r) = \sigma([s/x]t_1) \cdots ([s/x]t_r)\).

The function \([s/y]\) substitutes all occurrences of the variable \(y\) by the term \(s\). This can be generalized straightforwardly to finitely many simultaneous substitutions:

2. The following function \([s_1/y_1, \ldots, s_k/y_k] = [s_i/y_i]_{i=1}^k\) substitutes the variables \(y_1, \ldots, y_k\) by the terms \(s_1, \ldots, s_k\), respectively.

\([s_i/y_i]_{i=1}^k(\tau x) = \begin{cases} 
  s_i & \text{if } x = y_i, \\
  \tau x & \text{otherwise}
\end{cases}
\]

\([s_i/y_i]_{i=1}^k(\sigma t_1 \cdots t_r) = \sigma([s_i/y_i]_{i=1}^k t_1) \cdots ([s_i/y_i]_{i=1}^k t_r)\).

3. Finally we define the substitution of arbitrary many variables: For every function \(f : T^\Sigma Y \leftarrow X\) we define \(f^\dagger\) by

\[
f^\dagger(\tau x) = fx,
\]

\[
f^\dagger(\sigma t_1 \cdots t_r) = \sigma(f^\dagger t_1) \cdots (f^\dagger t_r).
\]

The substitution function \(f^\dagger\) substitutes every variable from \(X\) by the terms determined by the interpretation function \(f\). The function \((\cdot)^\dagger\) is called **Kleisli extension** (see Definition and Lemma 4.4.1.3). Notice, that in the particular case \(\{x_1, \ldots, x_k\} \subseteq X = Y\) where \(f\) is defined using some \(t_1, \ldots, t_k \in T^\Sigma X\) by \(fx_j = t_j\) (and \(fy = y\) otherwise) we have \(f^\dagger = [t_1/x_1, \ldots, t_k/x_k]\).
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2.2.2 Σ-algebras

2.2.2.1 Definition (algebra). Let \( \Sigma = \{ \sigma_1^{(r_1)}, \ldots, \sigma_m^{(r_m)} \} \) be a ranked alphabet. A tuple \( A = ([A]; f_1, \ldots, f_m) \), where \([A]\) is a set and the \( f_i \) are functions, is called a \( \Sigma \)-algebra provided that \( \forall i \. f_i : [A] \rightarrow [A]^{r_i} \). We call \([A]\) the carrier-set of \( A \), \( f_i \) the function belonging to the function-symbol \( \sigma_i \), and \( r_i \) the arity of \( f_i \). Functions with arity 1 are called \( \text{unary} \) and those with arity 2 are called \( \text{binary} \) functions. In general, a function with arity \( k \in \mathbb{N}_0 \) is called a \( k \)-ary function.

2.2.2.2 Definition (algebra homomorphism). Let \( \Sigma = \{ \sigma_1^{(r_1)}, \ldots, \sigma_m^{(r_m)} \} \) be a ranked alphabet and \( A = ([A]; f_1, \ldots, f_m) \) and \( B = ([B]; g_1, \ldots, g_m) \) be \( \Sigma \)-algebras. A function \( h : [A] \rightarrow [B] \) such that

\[
\forall i. \forall \xi_1, \ldots, \xi_{r_i} \in [B]. h(g_i(\xi_1, \ldots, \xi_{r_i})) = f_i(h(\xi_1), \ldots, h(\xi_{r_i}))
\]

is called a \( \Sigma \)-algebra homomorphism. We denote this fact by

\[
h : A \rightarrow B.
\]

To emphasize the difference between the \( \Sigma \)-algebra homomorphism \( h \) and its underlying function, we sometimes denote this function by \( [h] : [A] \rightarrow [B] \).

2.2.2.3 Definition (free algebra). Let \( \Sigma \) be a ranked alphabet, \( A \) be a \( \Sigma \)-algebra and \( X \subseteq [A] \) a set. The \( \Sigma \)-algebra \( A \) is called \( \text{free} \) over the set \( X \) provided that for every \( \Sigma \)-algebra \( B \) and every function \( f : [B] \rightarrow X \) there exists a unique \( \Sigma \)-algebra homomorphism \( f' : B \rightarrow A \) such that \( \forall x \in X. [f']x = fx \).

2.2.2.4 Definition (term algebra). Let \( \Sigma = (\Sigma, \text{rank}_\Sigma) \) be a ranked alphabet. If we identify an element \( \sigma \in \Sigma \) with the following function:

\[
\sigma : T_\Sigma A \rightarrow (T_\Sigma A)^{\text{rank}_\Sigma} \sigma : (t_1, \ldots, t_{\text{rank}_\Sigma} \sigma) \rightarrow (t_1, \ldots, t_{\text{rank}_\Sigma} \sigma) \quad \forall t_1, \ldots, t_{\text{rank}_\Sigma} \sigma \in T_\Sigma A,
\]

then it is easy to see that \( (T_\Sigma A; \sigma_1, \ldots, \sigma_m) \), where \( \Sigma = \{ \sigma_1, \ldots, \sigma_m \} \), is a \( \Sigma \)-algebra, which we call the \( \Sigma \)-term algebra over \( A \). Usually is denoted just by \( T_\Sigma A \). Finally \( T_\emptyset \emptyset \) is called the \( \text{initial} \ \Sigma \)-term algebra.

Notice that we have \( \text{idemtified} \) function-symbols of rank \( k \) with \( k \)-ary functions, in order to avoid extra notation.

2.2.2.5 Theorem (essential uniqueness of free algebras). Let \( \Sigma \) be a ranked alphabet and \( X \) a set disjoint with \( \Sigma \).

(i) A free \( \Sigma \)-algebra over \( X \) is uniquely determined up to isomorphism.

(ii) The \( \Sigma \)-term algebra \( T_\Sigma X \) is free over \( X \).
2.2.2.6 Definition (2nd order substitution). Let $\Sigma$ be a ranked alphabet and $A$ be a free $\Sigma$-algebra over $X \subseteq |A|$.

(i) For every $k \in \mathbb{N}_0$ and $a_1, \ldots, a_k \in |A|$ and pairwise distinct $x_1, \ldots, x_k \in X$ we define the substitution operator

$$[a_j/x_j]_{j=1}^k = [a_1/x_1, \ldots, a_k/x_k] : |A| \leftarrow |A|$$

by $[a_j/x_j]_{j=1}^k = [f]$ where $f : A \leftarrow A$ is the unique $\Sigma$-algebra homomorphism with $\forall j \in \{1, \ldots, k\}. \ [f]x_j = a_j \text{ and } \forall x \in X \setminus \{x_1, \ldots, x_k\}. \ [f]x = x$. Notice that in the case $A = T_X$ this is the common term substitution.

(ii) Let $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$ and $X = \{x_1, \ldots, x_k\}$. For every $\varphi_1, \ldots, \varphi_n$ such that $B = ([B]; \varphi_1, \ldots, \varphi_n)$ is a $\Sigma$-algebra we define the 2nd order substitution operator

$$[\varphi_i/\sigma_i]_{i=1}^n = [\varphi_1/\sigma_1, \ldots, \varphi_n/\sigma_n] : |B|^{|B|^k} \leftarrow |A|$$

for every $a \in A$ and every $(b_j)_{j=1}^k \in |B|^k$ by $[\varphi_i/\sigma_i]_{i=1}^n a(b_j)_{j=1}^k = [g]a$ where $g : B \leftarrow A$ is the unique $\Sigma$-algebra homomorphism with $\forall j \in \{1, \ldots, k\}. \ [g]x_j = b_j$.

2.3 Basic notions of category theory

In this section we give just a short overview over the category theory that we will need. A reader who is unfamiliar with category theory can find all the necessary details in Chapter 4.

We will use the following notions from category-theory: (bi/endo)functor, natural transformation, vertical composition, initial/final object, (co)product, projection, injection, exponent, evaluation morphism, (initial) $F$-algebra, universal arrow, concrete category, construct, free object, adjunction, monad (morphism), and varietor.

Adjunctions and monads will only be needed in Chapter 6 and not in Chapter 5.

If possible and appropriate we will use the following fonts: $A, B, C, \ldots$ for objects; $f, g, h, \ldots$ for morphisms; $F, G, H, \ldots$ for functors; $\sigma, \tau, \varphi, \ldots$ for natural transformations; $\mathcal{C}, \mathcal{D}, \mathcal{E}, \ldots$ for categories; and $\mathbb{T}, \mathbb{T}', \ldots$ for monads.

We refer to objects and morphisms of some category $\mathcal{C}$ as $\mathcal{C}$-objects and $\mathcal{C}$-morphisms and denote the classes of all objects and all morphisms of $\mathcal{C}$ by $\text{Ob} \mathcal{C}$ and $\text{Mor} \mathcal{C}$. The subclass of all $\mathcal{C}$-morphisms to $A$ from $B$ is denoted by $\mathcal{C}(A, B)$.

We denote the meta-category of all categories (with functors as morphisms) by $\text{CAT}$ and the meta-category of all functors to $\mathcal{C}$ from $\mathcal{D}$ (with natural transformations as morphisms) by $\mathcal{C}^\mathcal{D}$ (called functor category). We will almost always omit the word meta since it will make no difference for what we are doing. For the endofunctor category we use the abbreviations $\text{End} \mathcal{C} = \mathcal{C}^\mathcal{C}$ and $\text{End}^2 \mathcal{C} = \text{End}(\text{End} \mathcal{C})$.

\footnote{Notice, that this is more often denoted by $\mathcal{C}(B, A)$ or $\text{Hom}_\mathcal{C}(B, A)$. Our notation is consistent with arrows pointing to the left which we use.
For every object $A$ we denote the identity morphism by $id_A$ or just $id$. The composition in a category is usually denoted by $f \cdot g$ or $\bigcirc_i f_i$. The only exception will be the vertical composition of natural transformations denoted by $\sigma \ast \tau$ [Definition and Lemma 4.1.3.7] in order to distinguish it from the horizontal composition $\sigma \cdot \tau$. Moreover, we define the $k^{th}$ power of a morphism $f$ by $f^k = \bigcirc_{i=1}^k f$.

We denote coproducts by $A + B$ or $\coprod_i A_i$, products by $A \times B$ or $\prod_i A_i$, and exponents by $A \rightarrow B$ or $A^B$ and the according evaluation morphism by $ev : A \rightarrow A^B \times B$. The symbols for (co)products and exponents will also be used for the related functors (e.g. $\rightarrow : \mathcal{C} \rightarrow \mathcal{C}^{op}$) where we write the bifunctors $+, \times,$ and $\rightarrow$ as infix binary operators. We will denote the pointwise lifting of these bifunctors to the functor category by the same symbol (e.g. $(F + G)f = Ff + Gf$).

For every category $\mathcal{C}$ we denote the identity functor by $\text{Id}_{\mathcal{C}}$ or just $\text{Id}$. For every object $A$ we denote the constant functor which maps onto $id_A$ by $A$. 
Part I

Introduction to tree transducers and category theory
3 Tree transducers

The concept of top-down tree transducers was introduced by [Rou68, Rou70] and [Tha70]. A tree transducer is a tree automaton with output. Its semantics is a function mapping terms onto terms. The syntax of a tree transducer is a system of equations (called rules), describing how to read single symbols from the input term and how to produce a part of the output term. Moreover, a tree transducer may have states, context arguments, etc. A tree transducer can also be regarded as a syntactically restricted functional program.

3.1 Syntax

Let \( X = \{x_1, x_2, \ldots\} \) be a countable infinite set of variables. We will use this set \( X \) and for every \( k \in \mathbb{N}_0 \) the set \( X_k = \{x_1, \ldots, x_k\} \) (\( X_0 = \emptyset \)) throughout the thesis.

The syntax of a tree transducer is mainly given as a set of rules. We distinguish several classes of tree transducers:

3.1.1 Top-down tree transducers

3.1.1.1 Definition (top-down tree transducer). A top-down tree transducer \( T = (Q, \Sigma, \Delta, q_0, R) \) consists of a unary ranked alphabet \( Q \) of so called states, ranked alphabets \( \Sigma \) and \( \Delta \) called the input and output alphabet, respectively, an element \( q_0 \in Q \) called the initial state, and a relation \( R \subseteq \bigcup_{k \in \mathbb{N}_0} Q(\Sigma X_k) \times T_{\Delta}(Q X_k) \) such that

\[
\forall q \in Q, \forall k \in \mathbb{N}_0, \forall \sigma \in \Sigma^{(k)}.
\exists! \text{ rhs}_{R,\sigma} q \in T_{\Delta}(Q X_k). (q(\sigma(x_1, \ldots, x_k)), \text{ rhs}_{R,\sigma} q) \in R
\]

and no other elements are in \( R \). The elements of \( R \) are called rules and we will write them as \( q(\sigma(x_1, \ldots, x_k)) \mapsto \text{ rhs}_{R,\sigma} q \) rather than \( (q(\sigma(x_1, \ldots, x_k)), \text{ rhs}_{R,\sigma} q) \). Notice that for every \( \sigma \in \Sigma \) we have \( \text{ rhs}_{R,\sigma} : T_{\Delta}(Q X_{\text{ ranks}_\Sigma \sigma}) \mapsto Q \) is a function. We denote the class of all top-down tree transducers by \( tdtt \) and the subclass of all top-down tree transducers with output alphabet \( \Delta \) and input alphabet \( \Sigma \) by \( tdtt(\Delta, \Sigma) \).

3.1.1.2 Example (top-down tree transducer). We define the top-down tree transducer \( T_{\text{zigzag}} = (Q, \Sigma, \Delta, \text{zig}, R) \) where \( Q = \{\text{zig}, \text{zag}\} \); \( \Sigma = \{\alpha^{(0)}, \sigma^{(2)}\} \); \( \Delta = \ldots \)
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\{N(0), A(1), B(1)\} and

\[ R = \{ \begin{array}{l l} \text{zig } \alpha & \rightarrow N, \\
\text{zag } \alpha & \rightarrow N, \\
\text{zig}(\sigma(x_1, x_2)) & \rightarrow A(\text{zag } x_1), \\
\text{zag}(\sigma(x_1, x_2)) & \rightarrow B(\text{zig } x_2) \end{array} \} \]

3.1.2 Macro tree transducers

We will restate the definition of top-down tree transducers (Definition 3.1.1.1) using notions of category theory in Definition 6.1.2.2. All the other syntactic classes of tree transducers (like homomorphism tree transducers, ((simple) basic) macro tree transducers, etc.) are defined that way in Subsection 6.1.2. This makes sense, since Chapter 5 is on top-down tree transducers only.

Let us just give an example to get an idea what a macro tree transducer looks like: It is similar to a top-down tree transducer, but has got context arguments in addition.

3.1.2.1 Example (macro tree transducer). We use \( = f N(0) ; A(1) ; B(1) g \) again.

Then

\[ \text{rev } Ny \rightarrow y \]
\[ \text{rev } (Ax) y \rightarrow \text{rev } x (Ay) \]
\[ \text{rev } (Bx) y \rightarrow \text{rev } x (By) \]

are the rules of a macro tree transducer with one context argument \( y \). In particular this is a pure basic macro tree transducer as we will learn later in Definition 6.1.2.5.

The semantics of this tree transducer is a function which reverses a list of As and Bs. The context argument \( y \) is used to accumulate the result.

3.2 Semantics

The semantics of a tree transducer with output alphabet \( \Delta \) and input alphabet \( \Sigma \) is a function \( T_\Delta \emptyset \leftarrow T_\Sigma \emptyset \).

3.2.1 Operational semantics

The operational semantics of a tree transducer is defined by a term reduction system: Let \( T \) be a top-down tree transducer with rules \( \rightarrow T \subseteq T_\Gamma X \times T_\Gamma X \) where \( \Gamma = \Sigma + Q + \Delta \).

Let \( z \notin X \). We define the transition relation \( \Rightarrow_T \subseteq T_\Gamma \emptyset \times T_\Gamma \emptyset \) by

\[ t \Rightarrow_T t' \iff \exists \hat{t} \in T_\Gamma^{ctx} \{ z \}, \exists i : T_\Gamma \emptyset \leftarrow X. \]
\[ t = \left[ [ix/x]_{x \in X} \text{lhs} / z \right] \hat{t} \]
\[ \land \ \text{lhs} \rightarrow_T \text{rhs} \]
\[ \land \ t' = \left[ [ix/x]_{x \in X} \text{rhs} / z \right] \hat{t}. \]
3.2 Semantics

It is possible to prove that $\Rightarrow_T$ is confluent and terminating (see e.g. [FV98]). Now we define the relation $\Rightarrow_T^* \subseteq T_T \Theta \times T_T \Theta$ to be the reflexive and transitive closure of $\Rightarrow_T$. Finally we define $\downarrow_T \subseteq T_T \Theta \times T_T \Theta$ by

$$t \downarrow_T t' \iff t \Rightarrow_T^* t' \land \forall t'' \in T_T \Theta. t' \Rightarrow_T^* t'' \implies t' = t''.$$ 

Intuitively $\Rightarrow_T$ performs one computation step, $\Rightarrow_T^*$ an arbitrary (but finite) number of computation steps, and finally $\downarrow_T$ performs as many computation steps as possible. Since $\Rightarrow_T$ is confluent and terminating, the relation $\downarrow_T$ is in fact a function. It is easy to see, that this function maps terms from $Q(T_T \Theta)$ to $T_T \Theta$. We use this function to define the operational semantics $[[\cdot]]_{op} : T_T \Theta \leftarrow T_T \Theta$ by

$$[T]_{op} t = t' \iff q_0 t \downarrow_T t'.$$

An important property of the operational semantics of a tree transducer is that it is \textit{compositional}. A function $f$ on terms is called \textit{compositional} (or \textit{syntax directed} [FV98]) if the value of $f$ applied to a term $t$ only depends on the values of $f$ applied to subterms of $t$.

We will define a denotational semantics in Definition 6.3.1.2 in such a way, that it will be the unique function which satisfies certain properties. One of these properties is to be \textit{compositional} as explained in Definition 6.3.1.2 (ii). Thus the only thing we need to know about the operational semantics in Chapter 6 is the fact that it is compositional. In Chapter 5 we will use the following denotational semantics:

### 3.2.2 Denotational semantics

#### 3.2.2.1 Definition (computed tree transformation). Let $T = (Q, \Sigma, \Delta, q_0, R)$ be a top-down tree transducer. The \textbf{tree transformation}

$$[T] : T_\Delta \Theta \leftarrow T_\Sigma \Theta$$

\textit{computed} by $T$ is defined by $[T] = [T]_{q_0}$ where

$$\forall q \in Q, \forall k \in \mathbb{N}_0, \forall \sigma \in \Sigma^{(k)}. \forall t_1, \ldots , t_k \in T_\Sigma \Theta.$$

$$[T]_q (\sigma(t_1, \ldots , t_k)) = [[T]_p t_j / px_j]_{p \in Q}^{x_j \in X_k} (\text{rhs}_{R, \sigma} q).$$

Since the number of symbols in the term $\sigma(t_1, \ldots , t_k)$ is finite and for every $p \in Q$ the function $[T]_p$ on the right hand side is applied on the proper subexpressions $t_1, \ldots , t_k$ of $\sigma(t_1, \ldots , t_k)$, for every $q \in Q$ the function $[T]_q$ is well defined. We call the function $[[\cdot]] : (T_\Delta \Theta)^{T_\Sigma \Theta} \leftarrow tdt(\Delta, \Sigma)$ the \textbf{denotational semantics} of a top-down tree transducer.

#### 3.2.2.2 Theorem ([FV98 Theorem 3.25]). Let $T$ be a top-down tree transducer. Then $[T] = [T]^{op}$.  

\[ \diamond \]
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3.2.2.3 Definition (top-down tree transformation). We denote the image class of the semantics function $[\cdot]$ by $TOP$, i.e. $TOP = \{ [T] \mid T \in \text{tdtt} \}$. The elements of $TOP$ are called top-down tree transformations.

3.2.2.4 Example (computed tree transformation). The tree transformation computed by the top-down tree transducer $T_{\text{zigzag}}$ from Example 3.1.1.2 is a function, which reads an input tree by traversing the $\sigma$’s in a zig-zag-shape until an $\alpha$ is reached. It outputs a monadic tree of alternating $A$’s and $B$’s where the number of $A$’s and $B$’s together is the same as the number of traversed $\sigma$’s, e.g. for arbitrary terms $t_1, t_2 \in T_\Sigma^0$:

$$
[T_{\text{zigzag}}](\sigma(t_1, \alpha), t_2)) = [T_{\text{zigzag}}]_{\text{zig}}(\sigma(t_1, \alpha) , t_2)) = A([T_{\text{zigzag}}]_{\text{zig}}(\sigma(t_1, \alpha))) = A(B([T_{\text{zigzag}}]_{\text{zig}}\alpha)) = A(\text{BN}).
$$

3.2.2.5 Definition (top-down tree transducer homomorphism). Let $T = (Q, \Sigma, \Delta, q_0, R)$ and $T' = (Q', \Sigma, \Delta, q'_0, R')$ be top-down tree transducers. A function

(i) $h : Q \leftarrow Q'$ with

(ii) $q_0 = h q'_0$ and

(iii) $\forall \sigma \in \Sigma. \frac{[h q' x / q' x]}{x \in X_{\text{rank}_\Sigma \sigma}} \cdot \text{rhs}_{R', \sigma} = \text{rhs}_{R, \sigma} \cdot h,$

is called a top-down tree transducer homomorphism and we write:

$$h : T \leftarrow T'.$$

If $h$ is bijective then we call it a top-down tree transducer isomorphism. If a top-down tree transducer isomorphism to $T$ from $T'$ exists then we call $T$ and $T'$ isomorphic and write $T \cong T'$.

3.2.2.6 Lemma (homomorphisms preserve semantics). Let $T, T' \in \text{tdtt}(\Delta, \Sigma)$ be top-down tree transducers. Then:

$$\exists h : T \leftarrow T' \mid [T] = [T']$$
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**Proof.** Let $T = (Q, \Sigma, \Delta, q_0, R)$ and $T' = (Q', \Sigma, \Delta, q'_0, R')$ and $h : T \rightarrow T'$. We will show:

$$\forall t \in T \Sigma^0, \forall q' \in Q'. [T]_{hq'} t = [T']_{q'} t$$

by induction on $t$. Let $k \in \mathbb{N}_0$, $\sigma \in \Sigma^{(k)}$, and $t_1, \ldots, t_k \in T \Sigma^0$ and assume that

$$\forall j \in \{1, \ldots, k\}. \forall p \in Q'. [T]_{hp^j} = [T']_{p^j}.$$

Then we calculate:

$${[T]_{hq'}(\sigma(t_1, \ldots, t_k))} = \left([T]_{p_j} / px \right)_{p \in Q} \left(\text{rhs}_{R, \sigma}(hq')\right)_{x \in X_k}$$

$${[T]_{hp^j} / px \right)_{p \in Q} \left(\text{rhs}_{R', \sigma} q'\right)_{x \in X_k}$$

$${[T']_{p_j} / px \right)_{p \in Q'} \left(\text{rhs}_{R', \sigma} q'\right)_{x \in X_k}$$

$$= \left([T]_{q'}(\sigma(t_1, \ldots, t_k))\right).$$

And thus: $[T] = [T]_{q_0} = [T]_{hq'_0} = [T']_{q'_0} = [T']$.

3.3 Composition of tree transducers

3.3.1 Composition of individual tree transducers

The idea for the following construction is simple: In order to compose two top-down tree transducers, we use the right hand sides of the producer as input for the consumer. To do so, we need to extend the definition of the consumer, because it has to be able to read states of the producer as input symbols. The results of these computations are the right hand sides of a new top-down tree transducer. Then we can prove that the semantics of this new top-down tree transducer is in fact the composition of the semantics of producer and consumer.

3.3.1.1 Definition (syntactic composition of top-down tree transducers).

(cf. Theorem 2 of [Rou70] and p. 195 of [Bak79]) Let $T_1 = (P, \Sigma, \Delta, p_0, R_1)$ and $T_2 = (Q, \Delta, \Gamma, q_0, R_2)$ be top-down tree transducers. We modify the top-down tree transducer
3 Tree transducers

$T_2$ so that it can operate on the right hand sides of rules of $T_1$:

$$T'_2 = (Q, \Delta \uplus \{(px)^{(0)}\}_{p \in P}, \Gamma \uplus \{((q, p)x)^{(0)}\}_{q \in Q, q_0, R'_2})$$

where

$$r = \max_{\sigma \in \Sigma}(\text{rank}_\Sigma \sigma) \quad \text{and} \quad R'_2 = R_2 \uplus \{ q(px) \rightarrow (q, p)x \}_{p \in P, x \in X_r}$$

The syntactic composition $T_2 \cdot T_1$ of $T_2$ and $T_1$ is the top-down tree transducer defined by

$$T_2 \cdot T_1 = (Q \times P, \Sigma, \Gamma, (q_0, p_0), R)$$

where

$$R = \{ (q, p)(\sigma(x_1, \ldots, x_{\text{rank}_\Sigma \sigma})) \rightarrow [T'_2]q(\text{rhs}_{R_1}, \sigma p) \}_{q \in Q, p \in P, \sigma \in \Sigma}$$

Notice that the expressions $px$ and $(q, p)x$ are viewed from two different perspectives: for $T'_2$ they are symbols of rank 0. For $T_1$ and $T_2 \cdot T_1$ they are composite terms built out of unary symbols ($p$ or $(p, q)$) and a variable $x$.

3.3.1.2 Theorem (syntactic composition preserves semantics). Let $\Sigma$, $\Delta$, and $\Gamma$ be ranked alphabets. Then:

$$\frac{T_2 \in \text{tdtt}(\Delta, \Sigma) \quad T_1 \in \text{tdtt}(\Delta, \Sigma)}{[T_2 \cdot [T_1] = [T_2 \cdot T_1]}$$

Proof. See Theorem 2 of [Rou70] and Theorem 3.39 of [FV98].

3.3.1.3 Example (syntactic composition). Consider the top-down tree transducer $T_{\text{zigzag}}$ from Example 3.1.1.2 and the top-down tree transducer $T_{\text{bin}} = (Q', \Delta, \Sigma, \text{bin}, R')$ where $Q' = \{\text{bin}\}$, $\Sigma$ and $\Delta$ are defined as in Example 3.1.1.2 and

$$R' = \{ \begin{array}{ll}
\text{bin } N & \rightarrow \alpha, \\
\text{bin } (A x_1) & \rightarrow \sigma(\text{bin } x_1, \text{bin } x_1), \\
\text{bin } (B x_1) & \rightarrow \sigma(\text{bin } x_1, \text{bin } x_1) \end{array} \}.$$ 

The tree transformation computed by $T_{\text{bin}}$ constructs the full binary tree the height of which is equal to the height of the input tree, e.g. $[[T_{\text{bin}}](A BN)] = \sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha))$. We may construct the following syntactic composition:

$$T_{\text{bin}} \cdot T_{\text{zigzag}} = (Q' \times Q, \Sigma, \Sigma, (\text{bin}, \text{zig}), R_1)$$
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where

\[
R_1 = \{(bin, zig)\alpha \rightarrow \alpha, \\
(bin, zag)\alpha \rightarrow \alpha, \\
(bin, zig)(\sigma(x_1, x_2)) \rightarrow \sigma((bin, zag)x_1, (bin, zag)x_1), \\
(bin, zag)(\sigma(x_1, x_2)) \rightarrow \sigma((bin, zig)x_2, (bin, zig)x_2)\}.
\]

Let \(t_1, t_2 \in T_\Sigma\Phi\) be arbitrary terms and \(t = \sigma(\sigma(t_1, \alpha), t_2)\). The tree transformation computed by the top-down tree transducer \(T_{bin} \cdot T_{zigzag}\) constructs a full binary tree, where the height is determined by the length of the ‘zig-zag-path’ of its argument tree (cf. Example 3.2.2.4), thus we have:

\[
[T_{bin} \cdot T_{zigzag}]t = \sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha)).
\]

In Example 3.2.2.4 we saw that \([T_{zigzag}]t = A(B(N))\). Together with the example for \(T_{bin}\) from above we get:

\[
([T_{bin}] \cdot [T_{zigzag}])t = [T_{bin}]([T_{zigzag}]t) = \sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha)).
\]

We can also compose the transducers \(T_{zigzag}\) and \(T_{bin}\) in the other order:

\[
T_{zigzag} \cdot T_{bin} = (Q \times Q', \Delta, \Delta, (zig, bin), R_2)
\]

where

\[
R_2 = \{(zig, bin)(N) \rightarrow N, \\
(zag, bin)(N) \rightarrow N, \\
(zig, bin)(Ax_1) \rightarrow A((zag, bin)x_1), \\
(zag, bin)(Ax_1) \rightarrow A((zig, bin)x_1), \\
(zig, bin)(Bx_1) \rightarrow B((zag, bin)x_1), \\
(zag, bin)(Bx_1) \rightarrow B((zig, bin)x_1)\}.
\]

The construction from Definition 3.3.1.1 is also applicable to compose a macro tree transducer with a top-down tree transducer, where the top-down tree transducer is the producer. However, if the macro tree transducer is the producer then the construction fails: It is by no means obvious how the consuming top-down tree transducer should operate on context variable occurrences in the right hand side of the producer. See [Vol01] for a construction to compose two restricted macro tree transducers (and in particular one macro and one top-down tree transducer in either succession).

3.3.2 Composition of classes of tree transformations

For two classes of tree transformations \(A\) and \(B\) we define the composition \(A \cdot B = \{a \cdot b \mid a \in A \land b \in B \land \text{dom} \; a = \text{cod} \; b\}\).
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3.3.2.1 Lemma (identities are top-down tree transducers). For every ranked alphabet $\Sigma$:

$$id_{\Sigma} \in \text{TOP}. \quad (1)$$

**Proof.** It is easy to see that the tree transformation computed by the top-down tree transducer

$$T_{id} = (\{q^{(1)}\}, \Sigma, \Sigma, q, R)$$

where

$$R = \{q(\sigma(x_1, \ldots, x_{\text{rank}_\Sigma \sigma})) \rightarrow \sigma(qx_1, \ldots, qx_{\text{rank}_\Sigma \sigma})\}_{\sigma \in \Sigma}$$

is the identity function, i.e. $\llbracket T_{id} \rrbracket = id_{\Sigma \emptyset}$. \hfill $\blacksquare$

3.3.2.2 Corollary. From Theorem 3.3.1.2 and Lemma 3.3.2.1 we obtain that the class of top-down tree transducers is closed under composition:

$$\text{TOP} \cdot \text{TOP} = \text{TOP}. \quad \diamond$$

In Subsection 6.5.2 we will see more compositions of different classes of tree transformations.
Consider all functions to a set $A$ from $A$. Then the composition of such functions is associative and there exists an identity function on $A$. It is easy to see, that this gives rise to a monoid $(A^A, id_A, \cdot)$. This is the archetype of all monoids, which gave the inspiration to define the notion of an abstract monoid. Many other algebraic structures (like groups, fields, vector-spaces, etc.) are monoids (or combinations of two monoids) satisfying some additional axioms. However, functions may not be composed in general: The functions $f : A \leftarrow B$ and $g : C \leftarrow D$ may only be composed, if $B = C$. So composition is a partial binary operation, which is defined iff the codomain of the producer (i.e. the first or right function) and the domain of the consumer (i.e. the second or left function) are equal. Moreover, for every set we have an identity function. A category is an abstraction of this situation. In other words: A category is a generalization of a monoid, where composition is partial and we may have more than one unit.

4.1 Basic Definitions and Theorems

4.1.1 Categories

4.1.1.1 Definition (category). A category $\mathcal{C} = (\text{Ob}\, \mathcal{C}, \text{Mor}\, \mathcal{C}, \text{dom}, \text{cod}, \cdot, \text{id})$ consists of a class $\text{Ob}\, \mathcal{C}$ of so called objects, a class $\text{Mor}\, \mathcal{C}$ of so called morphisms, two functions $\text{dom}, \text{cod} : \text{Ob}\, \mathcal{C} \leftarrow \text{Mor}\, \mathcal{C}$ called domain- (or source-)function and codomain- (or target-)function, a partial function $\cdot : \text{Mor}\, \mathcal{C} \leftarrow \text{Mor}\, \mathcal{C} \times \text{Mor}\, \mathcal{C}$ called composition, and a function $\text{id}_\cdot : \text{Mor}\, \mathcal{C} \leftarrow \text{Ob}\, \mathcal{C}$ called identity. Before we introduce the axioms which a category has to satisfy, we define the hom-classes as the classes

$$\forall A, B \in \text{Ob}\, \mathcal{C}. \mathcal{C}(A, B) = \{ f \in \text{Mor}\, \mathcal{C} \mid A = \text{cod}\, f \land \text{dom}\, f = B\}$$

and the ternary relation $(\cdot : \cdot \leftarrow \cdot) \subseteq \text{Mor}\, \mathcal{C} \times \text{Ob}\, \mathcal{C} \times \text{Ob}\, \mathcal{C}$ by

$$\forall A, B \in \text{Ob}\, \mathcal{C}. f : A \leftarrow B \iff A \leftarrow_c B \iff f \in \mathcal{C}(A, B)$$

which we will write just as

$$f : A \leftarrow B \quad \text{or} \quad A \leftarrow f B$$

1or whenever $B \subseteq C$ which is a matter of taste and definition.

2Notice, that it is possible to prove that the unit of a monoid is unique. A category may have more than one unit, because the composition is partial. Since then the aforementioned proof does not work anymore.
if the connection to the category $\mathcal{C}$ is obvious. The axioms are:

\[
\begin{align*}
\frac{f, g, h \in \text{Mor} \mathcal{C}}{\text{dom } f = \text{cod } g} & \quad \text{(typing)} \\
f : A \leftarrow B & \quad g : B \leftarrow C \\
(f \cdot g) : A \leftarrow C & \quad \text{(composition)} \\
f : A \leftarrow B & \quad g : B \leftarrow C & \quad h : C \leftarrow D \\
(f \cdot g) \cdot h = f \cdot (g \cdot h) & \quad \text{(associativity)} \\
\end{align*}
\]

4.1.1.2 Lemma (hom-classes partition morphism class). For every category $\mathcal{C}$ the class \{\$\mathcal{C}(A, B) \mid A, B \in \text{Ob} \mathcal{C}\} is a partition of $\text{Mor} \mathcal{C}$, i.e. $\text{Mor} \mathcal{C} = \biguplus_{A, B \in \text{Ob} \mathcal{C}} \mathcal{C}(A, B)$.

4.1.1.3 Definition (pre-category). A pre-category is defined by the same axioms as a category except that domain and codomain are not unique, i.e. $\text{dom, cod : P}ot(\text{Ob} \mathcal{C}) \leftarrow \text{Mor} \mathcal{C}$. We use the same notations for pre-categories as defined for categories in Definition 4.1.1.1. For a pre-category $\mathcal{C}$ we like to mention the definition of hom-classes

$$\forall A, B \in \text{Ob} \mathcal{C}. \mathcal{C}(A, B) = \{f \in \text{Mor} \mathcal{C} \mid A \in \text{cod } f \land B \in \text{dom } f\}$$

and the typing axiom:

\[
\begin{align*}
\frac{f, g, h \in \text{Mor} \mathcal{C}}{\text{dom } f \cap \text{cod } g \neq \emptyset} & \quad \text{(identity)} \\
\end{align*}
\]

4.1.1.4 Note (pre-categories give rise to categories). For every pre-category $\mathcal{C}$ we can construct a category $\mathcal{C}'$ by

$$\text{Ob} \mathcal{C}' = \text{Ob} \mathcal{C} \quad \forall A, B \in \text{Ob} \mathcal{C}. \mathcal{C}'(A, B) = \{(A, f, B) \mid f : A \leftarrow c B\}$$

with the obvious composition and identities inherited from $\mathcal{C}$. Notice that the definition of the $\mathcal{C}'$-hom-classes also uniquely determines domains and codomains.
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Table 4.1: Some categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Objects</th>
<th>Morphisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set</td>
<td>all sets</td>
<td>all set functions</td>
</tr>
<tr>
<td>Set\textsubscript{0}</td>
<td>all countable sets</td>
<td>all set functions between countable sets</td>
</tr>
<tr>
<td>Set\Sigma</td>
<td>all \Sigma-algebras</td>
<td>all \Sigma-algebra homomorphisms</td>
</tr>
<tr>
<td>Top</td>
<td>all topological spaces</td>
<td>all continuous functions</td>
</tr>
</tbody>
</table>

4.1.1.5 Example (category). We list some categories in Table 4.1.

4.1.1.6 Definition and Theorem (duality principle). For every category \( C \) we define the dual (or opposite) category \( C^{\text{op}} \) by

\[
\text{Ob}\, C^{\text{op}} = \text{Ob}\, C \\
C^{\text{op}}(A, B) = C(B, A) \quad \forall A, B \in \text{Ob}\, C \\
f \cdot C^{\text{op}} g = g \cdot C f \quad \forall f, g \in \text{Mor}\, C \text{ with } \text{dom}_C g = \text{cod}_C f \\
id_{C^{\text{op}}} = id_C,
\]

i.e. \( C^{\text{op}} \) has the same objects and morphisms as \( C \), but dom and cod are exchanged and the composition is commuted. The transformation from \( C \) to \( C^{\text{op}} \) may be viewed as the reversion of all morphism arrows. Notice, that \( C^{\text{op}} \) is indeed a category, because of a symmetry of the axioms of category theory (Definition 4.1.1.1). If we do this twice, then obviously we receive the original category:

\[ (C^{\text{op}})^{\text{op}} = C. \]

Thus \((\cdot)^{\text{op}}\) is a bijection on the conglomerate of all categories. We will use this symmetry as follows: For every predicate \( A(C) \) about a category \( C \) we derive the dual predicate \( A^{\text{op}}(C) \iff A(C^{\text{op}}) \) by reversing all morphism arrows. Then the following equivalence holds:

\[
\left( \text{for every category } C. A(C) \right) \iff \left( \text{for every category } C. A^{\text{op}}(C) \right)
\]

\(^3\text{where } \text{Pot} \text{ denotes the power-class operator defined by } \text{Pot} C = \{ P \mid P \subseteq C \} \text{ for every class } C \)
Proof.

\[
\forall C. A(C) \\
\iff \{ \text{since } (\cdot)^{\text{op}} \text{ is a bijection} \} \\
\forall C. A(C^{\text{op}}) \\
\iff \{ \text{definition of the dual predicate} \} \\
\forall C. A^{\text{op}}(C)
\]

Thus a proof for a predicate about categories is also a proof for the dual predicate. Furthermore, for every notion defined in category theory there is a dual notion. We only need to investigate one of them and get the properties of the dual notion by the duality principle. Sometimes notions and dual notions are named systematically: The dual of \textit{foo} should be called \textit{cofoo}.

4.1.1.7 Definition (isomorphism). Let \( C \) be a category and \( A, B \in \text{Ob} \, C \). A morphism \( f : A \leftarrow B \) for which

\[
\exists g : B \leftarrow A. f \cdot g = id_A \land g \cdot f = id_B
\]

holds is called an isomorphism. It is easy to see that in this case \( g \) is unique. We call \( g \) the inverse of \( f \) and denote it by \( f^{-1} \). The set of all isomorphisms of \( \text{Mor} \, C \) is denoted by \( \text{Iso} \, C \). Two objects \( A, B \in \text{Ob} \, C \) such that

\[
\exists \text{ isomorphism } f \in \text{Mor} \, C. f : A \leftarrow B
\]

are called isomorphic, and we write:

\[
A \cong B.
\]

Obviously, the relation \( \cong \) is an equivalence relation on \( \text{Ob} \, C \).

4.1.2 Functors

4.1.2.1 Definition (functor). Let \( C \) and \( D \) be categories. A (covariant) functor \( F \) to \( C \) from \( D \) consists of two functions

\[
F : \text{Ob} \, C \leftarrow \text{Ob} \, D \quad \text{and} \quad F : \text{Mor} \, C \leftarrow \text{Mor} \, D,
\]

which satisfy the following axioms:

\[
\frac{f : A \leftarrow D \, B}{Ff : FA \leftarrow C \, FB} \quad \text{(typing)}
\]
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\[
\begin{align*}
A \in \text{Ob } \mathcal{D} & \quad \text{(identity)} \\
\mathcal{F} \text{id}_A = \text{id}_{\mathcal{F}A} \\

f : A \leftarrow \mathcal{D} B & \quad g : B \leftarrow \mathcal{D} C \\
\mathcal{F}(f \cdot g) = \mathcal{F}f \cdot \mathcal{F}g & \quad \text{(multiplicativity)}
\end{align*}
\]

In this case we write:
\[
\mathcal{F} : \mathcal{C} \leftarrow \mathcal{D}.
\]

It is common to denote the functor as well as the two underlying functions by the same symbol \( \mathcal{F} \). In fact, a functor is already determined on objects, if it is defined on morphisms, because it follows from the typing-axiom that \( \forall A \in \text{Ob } \mathcal{C}. \mathcal{F}A = \text{dom}(\mathcal{F}\text{id}_A) \).

For every functor \( \mathcal{F} : \mathcal{C} \leftarrow \mathcal{D} \) we define the dual functor \( \mathcal{F}^{\text{op}} : \mathcal{C}^{\text{op}} \leftarrow \mathcal{D}^{\text{op}} \), which is determined by the same underlying functions on objects and morphisms as \( \mathcal{F} \). It is easy to see that \( \mathcal{F}^{\text{op}} \) is indeed a functor.

A functor \( \mathcal{E} : \mathcal{C} \leftarrow \mathcal{C} \), which maps a category on itself, is called an endofunctor.

A functor \( \mathcal{G} : \mathcal{C} \leftarrow \mathcal{D}^{\text{op}} \), i.e. a covariant functor from \( \mathcal{D}^{\text{op}} \), is called a contravariant functor from \( \mathcal{D} \) (not \( \mathcal{D}^{\text{op}} \)). We define the identity functor
\[
\text{id} : \left\{ \begin{array}{c}
\mathcal{C} \leftarrow \mathcal{C} \\
A \leftarrow A & \forall A \in \text{Ob } \mathcal{C} \\
f \leftarrow f & \forall f \in \text{Mor } \mathcal{C}
\end{array} \right.
\]
and for every \( A \in \text{Ob } \mathcal{C} \) the constant functor
\[
\mathcal{A} : \left\{ \begin{array}{c}
\mathcal{C} \leftarrow \mathcal{D} \\
A \leftarrow B & \forall B \in \text{Ob } \mathcal{D} \\
\text{id}_A \leftarrow f & \forall f \in \text{Mor } \mathcal{D}.
\end{array} \right.
\]

where it is easy to see that these are indeed functors.

4.1.2.2 Observation (constant functor fusion). The constant functors absorb other functors in compositions. More precisely: Let \( \mathcal{C} \) be a category and \( A \in \text{Ob } \mathcal{C} \). For every functor \( \mathcal{F} \) from \( \mathcal{C} \) and every functor \( \mathcal{G} \) to \( \mathcal{C} \) holds
\[
\text{(i) } \mathcal{F} \cdot \mathcal{A} = \mathcal{F}A \text{ and }
\]
\[
\text{(ii) } \mathcal{A} \cdot \mathcal{G} = \mathcal{A}.
\]

4.1.2.3 Lemma (functors preserve isomorphisms). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories, \( \mathcal{F} : \mathcal{C} \leftarrow \mathcal{D} \) a functor, and \( f \in \text{Mor } \mathcal{D} \) an isomorphism. Then \( \mathcal{F}f \) is an isomorphism in \( \mathcal{C} \).

\(^3\)According to our definition any functor is covariant. We use the notion contravariant functor to emphasize that the functor maps from the dual category of some given category. Many authors use a different definition.
4.1.2.4 Definition ((full) subcategory). Let $\mathcal{C}$ and $\mathcal{D}$ be categories. The category $\mathcal{D}$ is called a subcategory of $\mathcal{C}$ provided that

$$\text{Ob} \mathcal{D} \subseteq \text{Ob} \mathcal{C} \text{ and } \text{Mor} \mathcal{D} \subseteq \text{Mor} \mathcal{C}$$

holds, $\mathcal{D}$-identities are also $\mathcal{C}$-identities, and $\mathcal{D}$-composition is the restriction of $\mathcal{C}$-composition to $\text{Mor} \mathcal{D}$. If in addition

$$\forall A, B \in \text{Ob} \mathcal{D}. \mathcal{D}(A, B) = \mathcal{C}(A, B)$$

is true, then $\mathcal{D}$ is called a full subcategory of $\mathcal{C}$. The functor

$$E : \left\{ \begin{array}{l} \mathcal{C} \leftrightarrow \mathcal{D} \\ A \leftrightarrow A \quad \forall A \in \text{Ob} \mathcal{D} \\ f \leftrightarrow f \quad \forall f \in \text{Mor} \mathcal{D} \end{array} \right.$$ 

is called the canonical embedding of the subcategory $\mathcal{D}$ in $\mathcal{C}$. ◦

4.1.2.5 Definition (product-category). Let $I$ be a set and $(\mathcal{C}_i)_{i \in I}$ be a family of categories. We define the product-category $\prod_{i \in I} \mathcal{C}_i$ by

$$\text{Ob}(\prod_{i \in I} \mathcal{C}_i) = \left\{ (A_i)_{i \in I} \mid \forall i \in I. A_i \in \text{Ob} \mathcal{C}_i \right\}$$

and

$$\prod_{i \in I} \mathcal{C}_i((A_i)_{i \in I}, (B_i)_{i \in I}) = \left\{ (f_i)_{i \in I} \mid \forall i \in I. f_i : A_i \rightarrow B_i \right\}$$

with pointwise identities and composition. The functors $(P_j)_{j \in I}$ defined by $\forall j \in I$:

$$P_j : \left\{ \begin{array}{l} \mathcal{C}_j \leftarrow \prod_{i \in I} \mathcal{C}_i \\ A_j \leftrightarrow (A_i)_{i \in I} \quad \forall (A_i)_{i \in I} \in \text{Ob}(\prod_{i \in I} \mathcal{C}_i) \\ f_j \leftrightarrow (f_i)_{i \in I} \quad \forall (f_i)_{i \in I} \in \text{Mor}(\prod_{i \in I} \mathcal{C}_i), \end{array} \right.$$ 

are called the projection-functors. If $I$ is finite, say $I = \{1, \ldots, n\}$, we write $\mathcal{C}_1 \times \cdots \times \mathcal{C}_n = \prod_{i=1}^n \mathcal{C}_i = \prod_{i \in I} \mathcal{C}_i$. For a category $\mathcal{C}$ we define $\mathcal{C}^I = \prod_{i \in I} \mathcal{C}$ and if $I$ is finite, e.g. $I = \{1, \ldots, n\}$, we write $\mathcal{C}^n = \mathcal{C}^I$. ◦

4.1.2.6 Definition (hom-functor). Let $\mathcal{C}$ be a category. We introduce the hom-functor of $\mathcal{C}$

$$\mathcal{C}(\cdot, \cdot) : \left\{ \begin{array}{l} \mathbf{Set} \leftrightarrow \mathcal{C} \times \mathcal{C}^{\text{op}} \\ \mathcal{C}(A, B) \leftrightarrow (A, B) \quad \forall A, B \in \text{Ob} \mathcal{C} \\ (f \cdot p \cdot g \leftarrow p) \leftrightarrow (f, g) \quad \forall f \in \text{Mor} \mathcal{C} \quad \forall g \in \text{Mor} \mathcal{C}^{\text{op}}, \end{array} \right.$$ 

and as a special case the so called covariant hom-functors

$$\mathcal{C}(\cdot, B) : \mathbf{Set} \leftarrow \mathcal{C} \quad \forall B \in \text{Ob} \mathcal{C}.$$ ◦
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4.1.3 Natural transformations

4.1.3.1 Definition ((natural) transformation). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories and \( F, G : \mathcal{C} \to \mathcal{D} \) be functors. A function

\[
\tau = (\tau_A)_{A \in \text{Ob}\mathcal{D}} \in (\text{Mor}\mathcal{C})^{\text{Ob}\mathcal{D}}
\]

with

\[
\forall A \in \text{Ob}\mathcal{D}, \tau_A : FA \to G A
\]

is called a transformation to \( F \) from \( G \). If in addition \( \tau \) satisfies the so called naturalness condition:

\[
h : A \to B \quad \Rightarrow \quad Fh \cdot \tau_B = \tau_A \cdot Gh,
\]

then it is called a natural transformation to \( F \) from \( G \), and we write:

\[
\tau : F \to G.
\]

\[\diamond\]

4.1.3.2 Observation (natural transformation). Let \( \mathcal{C} \) be a category. The identity \( \text{id} \) is a natural transformation:

\[
\text{id} = (\text{id}_A)_{A \in \text{Ob}\mathcal{C}} : \text{id} \to \text{id}
\]

\[\diamond\]

4.1.3.3 Definition and Lemma (horizontal composition). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories and \( F, G, H : \mathcal{C} \to \mathcal{D} \) be functors and \( \sigma : F \to G \) and \( \tau : G \to H \) be transformations. The composition of \( \sigma \) and \( \tau \) is the transformation which is defined pointwise by

\[
\forall A \in \text{Ob}\mathcal{D}, (\sigma \cdot \tau)_A = \sigma_A \cdot \tau_A
\]

The composition of natural transformations is a natural transformation, i.e.:

\[
\begin{align*}
&\sigma : F \to G \\
&\tau : G \to H \\
\sigma \cdot \tau : F \to H
\end{align*}
\]

Proof. Immediately with Definiton 4.1.3.1 \[\Diamond\]

This composition of natural transformations is often called horizontal composition. We will see vertical composition of natural transformations in Definiton and Lemma 4.1.3.7 \[\diamond\]

4.1.3.4 Definition (composition of morphisms and natural transformations). Let \( F, G : \mathcal{C} \to \mathcal{D} \) be functors, \( \tau : F \to G \), and \( f : GA \to FB \). It is common practice to drop the subscript of \( \tau \) in composition expressions.
4.1.3.5 Definition (functor-category). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories. We define the meta-category \( \mathcal{C}^\mathcal{D} \) by

\[
\text{Ob} \mathcal{C}^\mathcal{D} = \{ F \mid F : \mathcal{C} \to \mathcal{D} \}
\]

and for every \( F, G \in \text{Ob} \mathcal{C}^\mathcal{D} \):

\[
\mathcal{C}^\mathcal{D}(F, G) = \{ \tau \mid \tau : F \to G \}
\]

with the composition of natural transformations and for every \( F : \mathcal{C} \to \mathcal{D} \) the identity \( \text{id}_F = (id_A)_{A \in \text{Ob} \mathcal{D}} : F \to F \). Furthermore we will use the abbreviations \( \text{End} \mathcal{C} = \mathcal{C}^\mathcal{C} \) and \( \text{End}^2 \mathcal{C} = \text{End}(\text{End} \mathcal{C}) \).

4.1.3.6 Definition and Lemma (functors preserve naturalness). Let \( \mathcal{C}, \mathcal{D}, \mathcal{E} \) be categories and \( F, G : \mathcal{C} \to \mathcal{D} \) be functors. For every natural transformation \( \tau : F \to G \) the following statements hold:

\( \tau \circ (\text{H} \circ \tau) \) is a natural transformation.

Proof. Immediately by Definition 4.1.2.1 and Definition 4.1.3.1.

4.1.3.7 Definition and Lemma (vertical composition). Let \( \mathcal{C}, \mathcal{D}, \mathcal{E} \) be categories, and

\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{F, F'} & \mathcal{D} \\
\mathcal{D} & \xrightarrow{G, G'} & \mathcal{E}
\end{array}
\]

be functors, and \( \sigma : F \to F' \) and \( \tau : G \to G' \) be natural transformations. It holds \( \sigma \circ \tau : F \to G \) be natural transformations. We use this to define the \textbf{vertical composition} (or \textbf{Godement product}) \( \circ \) of \( \sigma \) and \( \tau \) by

\[
\sigma \circ \tau = \sigma \circ F \cdot F' \tau = F \tau \cdot \sigma G'
\]

which is a natural transformation \( \sigma \circ \tau : F \cdot G \to F' \cdot G' \). i.e. the following diagram of natural transformations commutes:
Notice that $\sigma \ast id_G = \sigma G$ and $id_f \ast \tau = F \tau$.

**Proof.** Let $A \in \text{Ob} \, \mathcal{E}$.

\[
\begin{align*}
(s_G \cdot F' \tau)_A &= \{ \text{Definition and Lemma 4.1.3.3 and Definition and Lemma 4.1.3.6} \} \\
&= \{ \text{naturalness of } \sigma \} \\
&= \{ \text{Definition and Lemma 4.1.3.3 and Definition and Lemma 4.1.3.6} \} \\
(F \tau \cdot \sigma G')_A
\end{align*}
\]

\[\square\]

**4.1.3.8 Lemma (vertical composition versus horizontal composition).** Let $\mathcal{C}$, $\mathcal{D}$, and $\mathcal{E}$ be categories, and

\[\begin{array}{ccc}
\mathcal{C} & \xrightarrow{F,F',F''} & \mathcal{D} \\
\xleftarrow{G,G',G''} & & \xleftarrow{\mathcal{E}}
\end{array}\]

be functors, and

\[\begin{array}{cc}
F & \xrightarrow{\sigma} & F' \\
\xleftarrow{\sigma'} & & \xleftarrow{F''}
\end{array}\]

and

\[\begin{array}{cc}
G & \xleftarrow{\tau} & G' \\
\xrightarrow{\tau'} & & \xrightarrow{G''}
\end{array}\]

be natural transformations. It holds:

\[
(\sigma \ast \tau) \cdot (\sigma' \ast \tau') = (\sigma \cdot \sigma') \ast (\tau \cdot \tau').
\]

The latter equation is also called *middle-four exchange*\footnote{A pair of categories sharing the same morphism class such that the middle-four exchange axiom holds is called a **double category**. Then the composition of one category can be extended to the object class of the other category and vice versa. This gives rise to two more categories (called the **vertical** and **horizontal edge category** of the double category) which share the same object class.}. Then the class of all natural transformations with horizontal and vertical composition is a **2-category**\footnote{A **2-category** is a double category (see preceding footnote) in which the vertical edge category is *discrete* (i.e. all morphisms are identities). The horizontal edge category of the 2-category of all natural transformations is **CAT**.}.
Proof. Let $A \in \text{Ob} \mathcal{E}$.

\[
\begin{align*}
\left( (\sigma \cdot \tau) \cdot (\sigma' \cdot \tau') \right)_A &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \} \\
\sigma_{GA} \cdot F' \tau_A \cdot F' \tau'_A \cdot \sigma'_{G',A} &= \{ F' \text{ is a functor} \} \\
\sigma_{GA} \cdot F' (\tau_A \cdot \tau'_A) \cdot \sigma'_{G',A} &= \{ \text{naturalness of } \sigma' \} \\
\sigma_{GA} \cdot \sigma'_{GA} \cdot F'' (\tau_A \cdot \tau'_A) &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \}
\end{align*}
\]

\[\left( (\sigma \cdot \sigma') \cdot (\tau \cdot \tau') \right)_A \]

\text{4.1.3.9 Lemma (vertical composition is associative). Let } \mathcal{C}, \mathcal{D}, \mathcal{E}, \text{and } \mathcal{F} \text{ be categories, and}

\[
\begin{array}{c}
\mathcal{C} \\ \xymatrix{ F, F' \ar[r] & D \ar[r] & G, G' \ar[r] & \mathcal{E} \ar[r] & H, H' \ar[r] & \mathcal{F} }
\end{array}
\]

\text{be functors, and}

\[
\begin{array}{c}
\mathcal{F} \\ \xymatrix{ F \ar[r]^\sigma & F' \ar[r] & G \ar[r]^\tau & G' \ar[r] & H \ar[r]^\varrho & H' }
\end{array}
\]

\text{be natural transformations. It holds:}

\[
(\sigma \cdot \tau) \cdot \varrho = \sigma \cdot (\tau \cdot \varrho).
\]

\text{Proof. Let } A \in \text{Ob } \mathcal{F}.

\[
\begin{align*}
\left( (\sigma \cdot \tau) \cdot \varrho \right)_A &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \} \\
(\sigma \cdot \tau)_{HA} \cdot (F' \cdot G')_{HA} &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \} \\
\sigma_{(GH)A} \cdot F' \tau_{HA} \cdot (F' \cdot G')_{HA} &= \{ F' \text{ is a functor} \} \\
\sigma_{(GH)A} \cdot F' (\tau_{HA} \cdot G'_{HA}) &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \} \\
\sigma_{(GH)A} \cdot F' (\tau \cdot \varrho)_A &= \{ \text{Definition and Lemma 4.1.3.7 and Definition and Lemma 4.1.3.6} \}
\end{align*}
\]

\[
(\sigma \cdot (\tau \cdot \varrho))_A
\]
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4.1.3.10 Definition (hom-class restricted functor). Let \( C \) and \( D \) be categories, \( F : C \to D \) be a functor, and \( A, B \in \text{Ob } D \). We denote the function, which we obtain from the function

\[
F : \text{Mor } C \to \text{Mor } D
\]

by restricting the domain of \( F \) to the hom-class \( D(A, B) \subseteq \text{Mor } D \) and the codomain of \( F \) to the hom-class \( C(FA, FB) \subseteq \text{Mor } D \) by

\[
F_{(A,B)} : C(FA, FB) \to \text{set } D(A, B).
\]

\( F_{(A,B)} \) is called the hom-class restriction (or the localization) of \( F \) by \((A, B)\). Using the multiplicativity of the functor \( F \), it is easy to see that \( F_{(\_, \_)} \) is a natural transformation

\[
F_{(\_, \_)} : C(F\_, F^{\text{op}}\_, \_) \to D(\_, \_)
\]

where \( C(\_, \_) \) and \( D(\_, \_) \) are the hom-functors from Definition 4.1.2.6.

4.1.4 Initial and final objects

4.1.4.1 Definition (initial/final object). Let \( C \) be a category. An object \( 0 \in \text{Ob } C \) is called an initial object of \( C \), if for every \( C \)-object \( A \) there exists a unique \( C \)-morphism to \( A \) from \( 0 \), i.e.,

\[
\forall A \in \text{Ob } C. \#(C(A, 0)) = 1.
\]

or equivalently

\[
\forall A \in \text{Ob } C. \exists! f \in \text{Mor } C. f : A \leftarrow 0
\]

This formula has the form \( \forall \cdots \exists! \cdots \) and can thus be used to define the function

\[
i_{(\_)-0} : \text{Mor } C \to \text{Ob } C
\]

by

\[
\forall f \in \text{Mor } C. f = i_{A-0} \iff f : A \leftarrow 0.
\]

(UP)

The defining property (UP) is called the universal property. The function \( i \) is called the comediator of \( 0 \). The morphism \( i_{A-0} \) is called the unique mediating morphism to \( A \) from the initial object \( 0 \). If the connection to the initial object \( 0 \in \text{Ob } C \) is obvious, we simply write \( i_A \) for \( i_{A-0} \).

Dually an object \( 1 \in \text{Ob } C \) with

\[
\forall A \in \text{Ob } C. \#(C(1, A)) = 1
\]

is called final object (and sometimes terminal object) of \( C \) and the function

\[
!_{(\_)-1} : \text{Mor } C \to \text{Ob } C
\]

with

\[
\forall f \in \text{Mor } C. f = !_{1-1} \iff f : 1 \leftarrow A
\]

(UP$^{\text{op}}$)

\[
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\]
is called the mediator of 1. The morphism \( !_{A \rightarrow 1} \) is called the unique mediating morphism from \( A \) to the final object 1. If the connection to the final object \( 1 \in \text{Ob} \mathcal{C} \) is obvious, we simply write \( !_{A} \) for \( !_{A \rightarrow 1} \).

A \( \mathcal{C} \)-object that is initial and final as well is called a null-object of \( \mathcal{C} \).

**4.1.4.2 Example (initial and final object).** In the category \( \text{Set} \) the empty set \( \emptyset \) is an initial object and every singleton set is a final object.

**4.1.4.3 Lemma (essential uniqueness of initial objects).** Let \( \mathcal{C} \) be a category. Every two initial objects of \( \mathcal{C} \) are isomorphic.

**Proof.** Let \( 0 \) and \( 0' \) be initial objects with comediators \( i_{(,)-0} \) and \( i_{(,)-0'} \), respectively.

\[
\Rightarrow \{ \text{(composition) } \}
\]
\[
i_{0-0'} \cdot i_{0'-0} : 0 \rightarrow 0
\]
\[
\Rightarrow \{ \text{(UP), (typing) } \& \text{ (identity) } \}
\]
\[
i_{0-0'} \cdot i_{0'-0} = i_{0-0} = \text{id}_0.
\]

Dually follows: \( i_{0'-0} \cdot i_{0-0'} = \text{id}_{0'} \). Hence \( i_{0-0'} : 0 \leftarrow 0' \) is an isomorphism and thus \( 0 \cong 0' \).

Since \( \#(\mathcal{C}(0,0')) = 1 \) the morphism \( i_{0-0'} \) is even the only isomorphism to 0 from \( 0' \).

**4.1.4.4 Lemma (laws for initial/final objects).** Let \( \mathcal{C} \) be a category with initial object \( 0 \in \text{Ob} \mathcal{C} \). Then the laws in Table 4.2 hold.

<table>
<thead>
<tr>
<th>Laws for comediators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UP</strong></td>
</tr>
<tr>
<td>( f = i_{A} \iff f : A \rightarrow 0 )</td>
</tr>
<tr>
<td>reflection</td>
</tr>
<tr>
<td>( i_{0} = \text{id}_0 )</td>
</tr>
<tr>
<td>fusion</td>
</tr>
<tr>
<td>( f : A \leftarrow B \implies f \cdot i_{B} = i_{A} )</td>
</tr>
</tbody>
</table>

where \( f \in \text{Mor} \mathcal{C} \) and \( A, B \in \text{Ob} \mathcal{C} \)

Table 4.2: Laws for comediators

And thus the dual laws in Table 4.3 hold for a category \( \mathcal{C} \) with a final object \( 1 \in \text{Ob} \mathcal{C} \).

**Proof.** The reflection law follows from the first part of the proof of Lemma 4.1.4.3. The fusion law can be proven similarly: Because of \( f \cdot i_{B} : A \leftarrow 0 \) it is obvious from the (UP) that \( f \cdot i_{B} = i_{A} \).
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<table>
<thead>
<tr>
<th>Laws for mediators</th>
</tr>
</thead>
<tbody>
<tr>
<td>UP</td>
</tr>
<tr>
<td>reflection</td>
</tr>
<tr>
<td>fusion</td>
</tr>
</tbody>
</table>

Table 4.3: Laws for mediators

4.1.4.5 Corollary (naturalness of (co-)mediators). Let $\mathcal{C}$ be a category with initial object $0 \in \text{Ob} \mathcal{C}$ and $0 : \mathcal{C} \leftarrow \mathcal{C}$ be the constant functor to $0$. The comediator $i$ is a natural transformation, i.e.:

$$i : \text{Id} \leftarrow 0.$$ 

Proof. Since for every $A \in \text{Ob} \mathcal{C}$ holds $i_A : A \leftarrow 0$, the comediator is a transformation to $\text{Id}$ from $0$. It is also natural, because its naturalness condition (Definition 4.1.3.1) is equivalent to the fusion law (Table 4.2).

4.1.5 (Co-)products

4.1.5.1 Definition and Lemma (product). Let $\mathcal{C}$ be a category, $I$ a set, $(A_i)_{i \in I} \in \text{Ob} \mathcal{C}^I$, and $P \in \text{Ob} \mathcal{C}$. An $I$-family $(A_i \xrightarrow{\pi_i} P)_{i \in I}$ of $\mathcal{C}$-morphisms is called a product of $(A_i)_{i \in I}$ provided that for every object $B \in \text{Ob} \mathcal{C}$ and every $I$-family $(A_i \xleftarrow{f_i} B)_{i \in I}$ of $\mathcal{C}$-morphisms there exists a unique morphism:

$$h : (f_i)_{i \in I} : P \leftarrow B,$$

which is called pairing such that the diagram in Figure 4.1 commutes.

For every $i \in I$ the morphism $\pi_i : A_i \leftarrow P$ is called the projection onto $A_i$ from $P$. It is also common to say that the object $P$ itself is a product of $(A_i)_{i \in I}$ with projections $(A_i \xrightarrow{\pi_i} P)_{i \in I}$. If there exists a product of $(A_i)_{i \in I} \in \text{Ob} \mathcal{C}^I$ and the connection to the respective projections is obvious or unimportant, then we denote the product-object $P$ by $\prod_{i \in I} A_i$. Notice that the object $\prod_{i \in I} A_i$ depends on the projections $(\pi_i)_{i \in I}$, which is not obvious from the notation. If $I$ is finite, then $\prod_{i \in I} A_i$ is called a finite product. For finite products with e.g. $I = \{1, \ldots, n\}$, we write $A_1 \times \cdots \times A_n = \prod_{i \in I} A_i$ and $(f_1, \ldots, f_n) = (f_i)_{i \in I}$. Notice that an empty product (i.e. $I = \emptyset$) is a final object.

We say that $\mathcal{C}$ has (finite) products, if for every (finite) set $I$ and every $(A_i)_{i \in I} \in \text{Ob} \mathcal{C}^I$ there exists a product $\prod_{i \in I} A_i$ in $\mathcal{C}$. It is easy to see that we find the laws in Table 4.4 in analogy to the laws in Table 4.3 from Lemma 4.1.4.4.
Proof. The UP is equivalent to the definition of the product. The remaining laws follow in analogy to Lemma 4.1.4.3 and Lemma 4.1.4.4. 

4.1.5.2 Lemma (products in Set). The category Set has products.

Proof. Let $I$ be a set and for every $i \in I$ let $A_i$ be a set. We will show that

$$\prod_{i \in I} A_i = \{(a_i)_{i \in I} \mid \forall i \in I. a_i \in A_i\},$$

is a product of $(A_i)_{i \in I}$ with projections:

$$\forall j \in I. \pi_j : A_j \leftarrow \prod_{i \in I} A_i : a_j \leftarrow (a_i)_{i \in I}.$$

Therefore it is sufficient to show that for every set $B$ and every $(A_i \leftarrow f_i)_{i \in I}$:

$$(f_i)_{i \in I} : \prod_{i \in I} A_i \leftarrow B : (f_i b)_{i \in I} \leftarrow b$$

is the respective pairing by verifying the UP of the product (Table 4.4). 

Table 4.4: Laws for products

<table>
<thead>
<tr>
<th>Laws for products</th>
</tr>
</thead>
<tbody>
<tr>
<td>UP</td>
</tr>
<tr>
<td>reflection</td>
</tr>
<tr>
<td>fusion</td>
</tr>
<tr>
<td>cancelation</td>
</tr>
</tbody>
</table>

where $h \in \text{Mor} \ C$ and $\forall j \in I. f_j : A_j \leftarrow B$
4.1.5.3 Definition and Lemma (coproduct). The dual notion to product is the notion of coproduct: Let $\mathcal{C}$ be a category, $I$ a set, $(A_i)_{i \in I} \in \text{Ob}\, \mathcal{C}^I$, and $C \in \text{Ob}\, \mathcal{C}$. An $I$-family $(C \xleftarrow{\iota_i} A_i)_{i \in I}$ of $\mathcal{C}$-morphisms is called a coproduct (or sum) of $(A_i)_{i \in I}$ provided that for every object $B \in \text{Ob}\, \mathcal{C}$ and every $I$-family $(B \xrightarrow{f_i} A_i)_{i \in I}$ of $\mathcal{C}$-morphisms there exists a unique morphism:

$$[f_i]_{i \in I} : B \leftarrow C$$

which is called copairing (or case) such that the diagram in Figure 4.2 commutes:

\[
\begin{array}{ccc}
C & \xleftarrow{\iota_j} & A_j \\
\downarrow{f_j} & & \downarrow{[f_i]_{i \in I}} \\
B & & \\
\end{array}
\]

Figure 4.2: Coproduct UP

For every $i \in I$ the morphism $\iota_i : C \leftarrow A_i$ is called the injection of $A_i$ into $C$. It is also common to say that the object $C$ itself is a coproduct of $(A_i)_{i \in I}$ with injections $(C \xleftarrow{\iota_i} A_i)_{i \in I}$. If there exists a coproduct of $(A_i)_{i \in I} \in \text{Ob}\, \mathcal{C}^I$ and the connection to the respective injections is obvious or unimportant, then we denote the coproduct-object by $\coprod_{i \in I} A_i = C$. Notice that the object $\coprod_{i \in I} A_i$ depends on the injections $(\iota_i)_{i \in I}$, which is not obvious from the notation. If $I$ is finite, then $\coprod_{i \in I} A_i$ is called a finite coproduct. For finite coproducts with e.g. $I = \{1, \ldots, n\}$, we write $A_1 + \cdots + A_n = \coprod_{i \in I} A_i$ and $[f_1, \ldots, f_n] = [f_i]_{i \in I}$. Notice that an empty coproduct (i.e. $I = \emptyset$) is an initial object.

We say that $\mathcal{C}$ has (finite) coproducts, if for every (finite) set $I$ and every $(A_i)_{i \in I} \in \text{Ob}\, \mathcal{C}^I$ there exists a coproduct $\coprod_{i \in I} A_i$ in $\mathcal{C}$. We obtain the laws in Table 4.5 which are dual to the laws in Table 4.4.

\textbf{Proof.} Dually to Definition and Definition and Lemma 4.1.5.1.

4.1.5.4 Lemma (coproducts in Set). The category Set has coproducts.

\textbf{Proof.} Let $I$ be a set and for every $i \in I$ let $A_i$ be a set. We will show that

$$\coprod_{i \in I} A_i = \bigcup_{i \in I} \{(i, a) \mid a \in A_i\},$$
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Laws for coproducts

<table>
<thead>
<tr>
<th>Law</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>UP</td>
<td>[ h = {f_i}_{i \in I} \iff \forall i \in I. ; h \cdot i_i = f_i ]</td>
</tr>
<tr>
<td>reflection</td>
<td>[ {i_i}<em>{i \in I} = id \prod</em>{i \in I} A_i ]</td>
</tr>
<tr>
<td>fusion</td>
<td>[ h \cdot {f_i}<em>{i \in I} = {h \cdot f_i}</em>{i \in I} ]</td>
</tr>
<tr>
<td>cancelation</td>
<td>[ \forall j \in I. ; {f_i}_{i \in I} \cdot t_j = f_j ]</td>
</tr>
</tbody>
</table>

where \( h \in \text{Mor} \mathcal{C} \) and \( \forall j \in I. \; f_j : B \leftarrow A_j \)

Table 4.5: Laws for coproducts

is a coproduct of \((A_i)_{i \in I}\) with inclusions:

\[ \forall j \in I. \; t_j : \prod_{i \in I} A_i \leftarrow A_j : (j, a) \leftarrow a. \]

Therefore it is sufficient to show that for every set \( B \) and every \((B \leftarrow A_i)_{i \in I}\):

\[ \{f_i\}_{i \in I} : B \leftarrow \prod_{i \in I} A_i : f_j a \leftarrow (j, a) \]

is the respective copairing by verifying the UP of the coproduct \((\text{Table 4.5})\). □

4.1.5.5 Definition and Corollary (product functor). Let \( \mathcal{C} \) be a category which has finite products. The product functor is defined by

\[
\prod : \left\{ \begin{array}{l}
\mathcal{C} \\
\prod_{i=1}^n A_i
\end{array} \right\} \leftarrow \left\{ \begin{array}{l}
\mathcal{C}^n \\
\prod_{i=1}^n (A_i)_{i=1}^n
\end{array} \right\} \quad \forall (A_i)_{i=1}^n \in \text{Ob} \mathcal{C}^n \\
(\prod_{i=1}^n f_i)_{i=1}^n \leftarrow (f_i)_{i=1}^n \quad \forall (f_i)_{i=1}^n \in \text{Mor} \mathcal{C}^n,
\]

We also write \( f_1 \times \cdots \times f_n = \prod_{i=1}^n f_i = \prod_{i=1}^n (f_i)_{i=1}^n \). We declare that the operation symbol \( \times \) binds weaker (i.e., has lower precedence) than the composition operator \( \cdot \). For every \( f \in \text{Mor} \mathcal{C} \) and \( n \in \mathbb{N}_0 \) we define \( \prod^n : \mathcal{C} \leftarrow \mathcal{C} \) by \( \prod^n f = \prod_{i=1}^n f_i \). For every \( \mathcal{C} \)-object \( A \) we also write \( A^n = \prod_{i=1}^n A \). We will never use the latter notation for morphisms. The product functor \( \prod \) satisfies the laws in \((\text{Table 4.6})\).

<table>
<thead>
<tr>
<th>Law</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>reflection</td>
<td>[ \prod_{i=1}^n id_{A_i} = id \prod_{i=1}^{n+1} A_i ]</td>
</tr>
<tr>
<td>fusion (i)</td>
<td>[ \prod_{i=1}^n f_i \cdot (g_i)<em>{i=1}^n = (f_i \cdot g_i)</em>{i=1}^n ]</td>
</tr>
<tr>
<td>fusion (ii)</td>
<td>[ \prod_{i=1}^n f_i \cdot \prod_{i=1}^n h_i = \prod_{i=1}^n (f_i \cdot h_i) ]</td>
</tr>
<tr>
<td>cancelation</td>
<td>[ \forall j. ; \pi_j \cdot \prod_{i \in I} f_i = f_j \cdot \pi_j ]</td>
</tr>
</tbody>
</table>

where \( \forall j. \; f_j, g_j, h_j \in \text{Mor} \mathcal{C} \) such that \( \forall i, j. \; \text{dom} g_i = \text{dom} g_j \)

Table 4.6: Laws for product functors
The projections are natural transformations:
\[ \pi_j : P_j \cong \prod. \]

**Proof.** The laws follow straightforward from the definition of the product functor and the laws for products from Table 4.4. The cancelation law is the naturalness condition for \( \pi_j : P_j \cong \prod \).

4.1.5.6 Definition and Corollary (coproduct functor). This is dual to Definition and Corollary 4.1.5.5 so we will have nothing to prove. Let \( C \) be a category which has finite coproducts. The coproduct functor is defined by

\[
\coprod : \left\{ \begin{array}{c}
\prod_{i=1}^{n} A_i & \leftrightarrow \ C^n \\
\prod_{i=1}^{n} f_i & \leftrightarrow (f_i)_{i=1}^{n} \end{array} \right. \quad \forall (A_i)_{i=1}^{n} \in \text{Ob} C^n
\]

\[ \coprod_{i=1}^{n} f_i = \prod_{i=1}^{n} (f_i)_{i=1}^{n}. \]

We also write \( f_1 + \cdots + f_n = \prod_{i=1}^{n} f_i \) and \( f_1 \coprod f_2 = \prod_{i=1}^{n} (f_i)_{i=1}^{n} \). We declare that the operation symbol \( + \) binds weaker (i.e. has lower precedence) than the product functor operator \( \times \). The coproduct functor \( \coprod \) satisfies the laws in Table 4.7.

<table>
<thead>
<tr>
<th>Laws for coproduct functors</th>
</tr>
</thead>
<tbody>
<tr>
<td>reflection</td>
</tr>
<tr>
<td>fusion (i)</td>
</tr>
<tr>
<td>fusion (ii)</td>
</tr>
<tr>
<td>cancelation</td>
</tr>
</tbody>
</table>

where \( \forall j. f_j, g_j, h_j \in \text{Mor} C \) such that \( \forall i, j. \text{cod } f_i = \text{cod } f_j \).

4.1.5.7 Lemma ((co-)products in the functor category). Let \( C \) and \( D \) be categories such that \( C \) has (finite) (co-)products. Then \( C^D \) has (finite) (co-)products.

**Proof.** Since products and coproducts are dual to each other, it is sufficient to prove the statement for products: Let \( I \) be a set and \( (F_i)_{i \in I} \in \text{Ob}(C^D)^I \) be an \( I \)-family of \( C^D \)-objects. The category \( C \) has products \( (F_i D \xrightarrow{(\pi_i)_D} \prod_{j \in I} (F_j D))_{i \in I} \). We claim that \( (F_i \xleftarrow{\pi_i} \prod_{j \in I} F_j)_{i \in I} \) is a product in \( C^D \) where \( \pi_i = ((p_i)_D)_{D \in \text{Ob} D} \) and \( \forall f \in \)
Mor $D$. $(\prod_{i \in I} F_i)f = \prod_{j \in I}(F_jf)$. The naturalness of $\pi_i$ follows from cancelation in Table 4.6. The UP can easily be verified for the pairing $\forall (\tau_i)_{i \in I} \in \text{Mor}(C^D)^I$. $\forall D \in \text{Ob} D. ((\tau_i)_{i \in I}D = (\tau_i)D)_{i \in I}$ by pointwise calculations in $C$ for every $D$-object. The dual statement is true for coproducts.

### 4.1.5.8 Note

Let $C$ be a category which has (finite) products. From Lemma 4.1.5.7 we know that the functor category $C^C$ has (finite) products also. Let $I$ be a (finite) set. The functors $\Pi : C^C \rightarrow (C^C)^I$ and $\Pi : C \rightarrow C^I$ are related by the equation

$$\forall (F_i)_{i \in I} \in \text{Ob}(C^C)^I, (\prod_{i \in I} F_i)f = \prod_{i \in I}(F_if).$$

Let $n \in \mathbb{N}_0$. The functors $\Pi^n : C^C \rightarrow C^C$ and $\Pi^n : C \rightarrow C$ are related by the equation $\Pi^n1_{C^C} = \Pi^n$.

### 4.1.5.9 Lemma (faithful (co-)product functors)

Let $C$ be a category with no empty hom-classes, i.e. $\forall A, B \in \text{Ob} C$. $C(A, B) \neq \emptyset$. If $C$ has (co-)products, then the respective (co-)product functors are faithful (see Definition 4.2.1.1).

**Proof.** Let $I$ be a set, $(A_i)_{i \in I}, (B_i)_{i \in I} \in \text{Ob} C^I$, and $(f_i)_{i \in I}, (f'_i)_{i \in I} \in C^I((A_i)_{i \in I}, (B_i)_{i \in I})$, and let $j \in I$. Since $\forall i \in I. C(B_i, B_j) \neq \emptyset$ there exist for every $i \in I$ a $C$-morphism $h_i : B_i \rightarrow B_j$. We choose $h_j = id_{B_j}$ and calculate:

$$\prod_{i \in I} f_i = \prod_{i \in I} f'_i$$

$$\Rightarrow \pi_j \cdot \prod_{i \in I} f_i \cdot \langle h_i \rangle_{i \in I} = \pi_j \cdot \prod_{i \in I} f'_i \cdot \langle h_i \rangle_{i \in I}$$

$$\Rightarrow \{ \text{cancelation for product(functors) Table 4.6 and Table 4.4} \}$$

$$f_j = f'_j.$$  

This is true for all $j \in I$ and thus $(f_j)_{j \in I} = (f'_j)_{j \in I}$ and hence $\prod_{i \in I}$ is faithful. The dual proposition holds for coproducts.

### 4.1.6 Exponents

#### 4.1.6.1 Definition and Lemma (exponent, application, abstraction, currying)

Let $C$ be a category with finite products. For every two objects $A, B \in \text{Ob} C$ we define the category $\text{Exp}_C(A, B)$ by

$$\text{Ob}(\text{Exp}_C(A, B)) = \bigcup_{C \in \text{Ob} C} C(A, C \times B)$$

and $\forall f, g \in \text{Ob}(\text{Exp}_C(A, B))$ where $f : A \rightarrow C \times B$ and $g : A \rightarrow D \times B$ with $C, D \in \text{Ob} C$:

$$\text{Exp}_C(A, B)(f, g) = \{ h \in C(C, D) \mid f \cdot (h \times id_B) = g \}.$$
If it has a final object, we denote it by 
\[ ev_{(A,B)} = 1_{\text{Exp}_C(A,B)} : A \leftarrow C A^B \times B \]
and call the underlying \( C \)-object \( A^B \) an **exponent** of \( A \) and \( B \) with **application** \( ev_{(A,B)} \). The unique morphism 
\[ \text{curry } f = !_f : A^B \leftarrow C \] (where \( C \in \text{Ob } C \) such that \( f : A \leftarrow C \times B \))
for each \( f \in \text{Ob}(\text{Exp}_C(A,B)) \) is called the **abstraction** or **currying**\( ^7 \). The function 
\[ \text{uncurry} : \text{Mor } C \leftarrow \text{Ob}(\text{Exp}_C(A,B)) \]
defined by 
\[ \text{uncurry } h = ev_{(A,B)} \cdot (h \times id_B) \quad \forall h \in \text{Ob}(\text{Exp}_C(A,B)), \]
is the inverse of \( \text{curry} \) and we have the following laws:

<table>
<thead>
<tr>
<th>Laws for currying</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UP</strong></td>
</tr>
<tr>
<td><strong>reflection</strong></td>
</tr>
<tr>
<td><strong>fusion</strong></td>
</tr>
<tr>
<td><strong>cancelation</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Proof.** Immediately by [Definition 4.1.4.1](#)

### 4.1.7 Initial algebras and catamorphisms

#### 4.1.7.1 Definition (**F-algebra**). Let \( F : C \leftarrow C \) be an endofunctor. We define the category \( \mathcal{C}^F \) of all **F-algebras** as follows: The object class is given by 
\[ \text{Ob}(\mathcal{C}^F) = \{ \varphi \in \text{Mor } C \mid \exists A \in \text{Ob } C. \varphi : A \leftarrow FA \} \]
and for every \( \varphi, \varphi' \in \text{Ob}(\mathcal{C}^F) \) where \( \varphi : A \leftarrow FA \) and \( \varphi' : B \leftarrow FB \) with \( A, B \in \text{Ob } C \) we define the hom-class by 
\[ \mathcal{C}^F(\varphi, \varphi') = \{ (\varphi, f, \varphi') \in \{ \varphi \} \times \mathcal{C}(A,B) \times \{ \varphi' \} \mid f \cdot \varphi' = \varphi \cdot Ff \}. \]
The identity and composition of \( \mathcal{C}^F \) are defined for every \( \varphi : A \leftarrow FA, \varphi' : A' \leftarrow FA' \), \( \varphi'' : A'' \leftarrow FA'' \), and every \( f : A \leftarrow A' \) by 
\[ id_{\varphi} = (\varphi, id_A, \varphi), \]
\[ (\varphi, f, \varphi') \cdot (\varphi', g, \varphi'') = (\varphi, f \cdot g, \varphi ''). \]

\( ^7 \)Named after Haskell B. Curry.
Category theory

The morphisms of this category are called **F-algebra homomorphisms**. We define the forgetful functor \( |.|^F : \mathcal{C} \rightarrow \mathcal{C}^F \) by

\[
\forall \varphi \in \text{Ob}(C^F). \quad |\varphi|^F = \text{cod}_\mathcal{C} \varphi
\]

and

\[
\forall (\varphi, f, \varphi') \in \text{Mor}(C^F). \quad |(\varphi, f, \varphi')|^F = f.
\]

For every F-algebra \( \varphi : A \rightarrow FA \) we call the object \( A \in \text{Ob} \mathcal{C} \) the **carrier** of \( \varphi \), thus the forgetful functor \( |.|^F \) maps an F-algebras onto its carrier. If \( \mathcal{C}^F \) has an initial object, then we denote it by \( \text{in}_F \) and call it the **initial algebra** (or **constructor**) of \( F \). The carrier of the initial algebra is denoted by \( \mu^F \) and is called the **least fixed point** of \( F \).

The image of the uniquely mediating morphism

\[
\forall \varphi \in \text{Ob}(C^F). \quad i_\varphi : \varphi \rightarrow c^\varphi \text{in}_F
\]

under the functor \( |.|^F \), i.e.

\[
|i_\varphi|^F : \text{cod}_\mathcal{C} \varphi \rightarrow c^\mu^F
\]

is called the **catamorphism** generated by \( \varphi \) (w.r.t. \( F \)) (from Greek \( \kappa\alpha\tau\alpha \alpha \), downwards) and is denoted by \( (\varphi)_F \), i.e. \( i_\varphi = (\varphi, (\varphi)_F, \text{in}_F) \). The laws in Table 4.8 are a consequence of the laws in Table 4.2.

| UP | \( f = (\varphi)_F \iff f \cdot \text{in}_F = \varphi \cdot Ff \) |
| reflection | \( (\text{in}_F)_F = \text{id}_{\mu^F} \) |
| fusion | \( f \cdot \varphi' = \varphi \cdot Ff \Rightarrow f \cdot (\varphi')_F = (\varphi)_F \) |

where \( f \in \text{Mor} \mathcal{C} \) and \( \varphi, \varphi' \in \text{Ob} \mathcal{C}^F \)

Table 4.8: Laws for catamorphisms

The following equivalent definition is more descriptive: the \( \mathcal{C}^F \)-object \( \text{in}_F : \mu^F \rightarrow F(\mu^F) \) is an initial algebra of \( F \), provided that for every \( A \in \text{Ob} \mathcal{C} \) and every \( \varphi : A \rightarrow FA \) there exists a unique \( \mathcal{C} \)-morphism \( (\varphi)_F \) such that the square in the diagram in Figure 4.3 commutes.

\[\text{The reason is that it satisfies the fixed-point-equation} \mu^F \cong F(\mu^F), \text{because initial algebras are always isomorphisms} \quad \text{[Lemma 4.1.7.4]. There exists an equivalent definition of the least fixed point of} \ F \text{ as (carrier of) the initial object in the category of fixed points of} \ F, \text{ i.e. the full subcategory of} \ \mathcal{C}^F \text{ where the objects are} \ \mathcal{C} \text{-isomorphisms.}\]
4.1 Basic Definitions and Theorems

4.1.7.2 Example (F-algebra). For the endofunctor $F = \text{Id} \times \text{Id}$ in the category $\mathbf{Set}$, i.e.

$$
\begin{align*}
\mathbf{Set} & \leftarrow \mathbf{Set} \\
F & : \left\{ A \times A \leftrightarrow A \quad \forall A \in \text{Ob} \mathbf{Set} \\
f \times f & \leftrightarrow f \quad \forall f \in \text{Mor} \mathbf{Set}
\right.
\end{align*}
$$

we consider the category $\mathbf{Set}^F$. An F-Algebra $\varphi \in \text{Ob}(\mathbf{Set}^F)$ is a function

$$
\varphi : A \leftarrow_{\text{set}} A \times A
$$

with an $A \in \text{Ob} \mathbf{Set}$. On the other hand an F-Algebra $\varphi$ can be considered as a set $A = |\varphi|^F$ together with a binary operation $\ast$, where

$$
\forall a, b \in A. a \ast b = \varphi(a, b).
$$

Let $\varphi, \varphi' \in \text{Ob}(\mathbf{Set}^F)$ where $\varphi : A \leftarrow A \times A$ and $\varphi' : A' \leftarrow A' \times A'$. The underlying function $|f|^F : A \leftarrow_{\text{set}} A'$ of an $\mathbf{Set}^F$-morphism $f = (\varphi, |f|^F, \varphi') : \varphi \leftarrow_{\text{set}^F} \varphi'$ has to satisfy the equation

$$
|f|^F \cdot \varphi' = \varphi \cdot |f|^F,
$$

i.e.

$$
\forall a, b \in A. |f|^F(\varphi'(a, b)) = \varphi(|f|^Fa, |f|^Fb).
$$

If we denote the functions $\varphi$ and $\varphi'$ by the binary operations $\ast$ and $\ast'$, respectively, as
above, we may write this equation as follows:

\[ f(a \ast' b) = fa \ast fb. \]

This is the homomorphism property of \( f \) for algebras (with one binary function \( \ast \) or \( \ast' \), respectively).

**4.1.7.3 Lemma (initial algebras in \textbf{Set}).** Let \( \Sigma = \{\sigma_1, \ldots, \sigma_m\} \) be a ranked alphabet and \( F = \prod_{j=1}^m (\prod_{\text{rank}_\Sigma \sigma_j} \text{Id}) : \textbf{Set} \leftarrow \textbf{Set} \). The category \( \textbf{Set}^F \) has an initial object.

**Proof.** We will show that

\[ \text{in}_F = [\sigma_1, \ldots, \sigma_m] : \mu F \leftarrow F(\mu F) \quad \text{where} \quad \mu F = T_\Sigma \emptyset \]

is an initial \( F \)-algebra. For every \( A \in \text{Ob} \textbf{Set} \) and every \( \varphi : A \leftarrow FA \) we claim that the underlying function of the unique \( \Sigma \)-algebra homomorphism

\[ (A; \varphi \cdot \iota_1, \ldots, \varphi \cdot \iota_m) \leftarrow (T_\Sigma \emptyset; \sigma_1, \ldots, \sigma_m) \]

from the initial term algebra \( T_\Sigma \emptyset \) (which is free over \( \emptyset \)) is the respective catamorphism

\[ ([\varphi])_F : A \leftarrow \mu F. \]

But this is easy to see, because the UP of the catamorphism (Table 4.8) is nothing else than the \( \Sigma \)-algebra homomorphism property. \( \Box \)

**4.1.7.4 Lemma (Lambek’s Lemma \cite{Lam68}).** Constructors are isomorphisms. In more detail: Let \( \mathcal{C} \) be a category and \( F : \mathcal{C} \leftarrow \mathcal{C} \) be an endofunctor. If the category \( \mathcal{C}^F \) has an initial object \( \text{in}_F \), then this is an isomorphism in \( \mathcal{C} \).

**Proof.** On the one hand

\[
\begin{align*}
\text{in}_F \cdot ([\text{Fin}_F])_F &= \{ \text{fusion (Table 4.8)} \} \\
([\text{in}_F])_F &= \{ \text{reflection (Table 4.8)} \} \\
\text{id}_{\mu F} &= \end{align*}
\]
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while on the other hand

\[
\langle \text{Fin}_F \rangle_F \cdot \text{in}_F = \{ \ \text{UP (Table 4.8)} \ \}
\]

\[
\text{Fin}_F \cdot F(\langle \text{Fin}_F \rangle_F) = \{ \text{F functor} \}
\]

\[
\text{F}(\text{in}_F \cdot \langle \text{Fin}_F \rangle_F) = \{ \text{see above} \}
\]

\[
\text{Fid}_{\mu F} = \{ \text{F functor} \}
\]

\[
id_{\mu F}.
\]

Thus, the constructor \( \text{in}_F \) is a \( C \)-isomorphism.

4.1.7.5 Proposition (rolling rule [Fre90]). Let \( F : C \leftarrow D \) and \( G : D \leftarrow C \) be functors. If \( G \cdot F \) has an initial algebra \( \text{in}_{G,F} \), then \( \text{Fin}_{G,F} \) is an initial \((F \cdot G)\)-algebra.

4.1.7.6 Corollary (rolling rule). Let \( F : C \leftarrow D \) and \( G : D \leftarrow C \) be functors such that \( \mu(G \cdot F) \) exists. Then:

\[
\mu(F \cdot G) = F(\mu(G \cdot F)).
\]

**Proof.** From Proposition 4.1.7.5 we know that \( \text{Fin}_{G,F} \) is an initial \((F \cdot G)\)-algebra, thus \( \text{Fin}_{G,F} \cong \text{in}_{F,G} \) (isomorphic in the category \( C^{F,G} \)), because initial objects are unique up to isomorphism. Applying the forgetful functor \( | \cdot |_{F,G} \) yields the assertion.

4.1.7.7 Definition (algebraically complete [Fre90]). A category \( C \) is called algebraically complete if every \( C \)-endofunctor has an initial algebra.

4.1.7.8 Proposition ([Fre92]). The category \( \text{Set}_{\aleph_0} \) of all countable sets is algebraically complete.

4.2 Concrete categories and constructs

4.2.1 Concrete categories and concrete functors

4.2.1.1 Definition (faithful functor). Let \( F : C \leftarrow D \) be a functor. \( F \) is called an embedding provided that \( F \) is injective on morphisms. \( F \) is called faithful provided that all its hom-class restrictions \( F_{(A,B)} : C(FA,FB) \leftarrow D(A,B) \) are injective for every \( A, B \in D \).
4.2.1.2 Definition ((semi)concrete category [AHS90] Def. 5.1). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and $U : \mathcal{C} \rightarrow \mathcal{D}$ be a functor. The pair $(\mathcal{D}, U)$ is called the semi-concrete category built upon $\mathcal{C}$ by $U$. If moreover $U$ is faithful then $(\mathcal{D}, U)$ is called concrete category and the functor $U$ is called the forgetful functor of $(\mathcal{D}, U)$.

As a convention we will write most of the forgetful functors just $\cdot$ if the connection to their concrete category is obvious. For each $\mathcal{D}$-object $A$ we call $\cdot(A)$ the underlying $\mathcal{C}$-object of $A$ and for each $\mathcal{D}$-morphism $f$ we call $\cdot(f)$ the underlying $\mathcal{C}$-morphism of $f$. Motivated by the fact that $\cdot$ is faithful it is common practice to identify the morphisms $f$ and $\cdot(f)$ and to write just $f$ for both of them.

A concrete category built upon $\mathbf{Set}$ is called a construct.

4.2.1.3 Example. Every mathematical structure, i.e. a set together with some algebraic and/or topological structure, is a construct. The forgetful functor maps a mathematical structure onto its carrier set, in other words it forgets the structure. The notion of a concrete category is a natural generalization: Consider the constructs $(\mathbf{AbGrp}, \cdot, \cdot_{\mathbf{AbGrp}})$ of Abelian groups and $(\mathbf{Grp}, \cdot, \cdot_{\mathbf{Grp}})$ of groups. Then $(\mathbf{AbGrp}, U_{\mathbf{AbGrp}})$ is built upon $\mathbf{Grp}$ where $U_{\mathbf{AbGrp}}$ embeds Abelian groups into groups. Thus the forgetful functor $\cdot_{\mathbf{AbGrp}} = \cdot_{\mathbf{Grp}} \circ U_{\mathbf{AbGrp}}$ forgets first that the group was Abelian and secondly the entire group-structure.

4.2.1.4 Definition ((semi)concrete functor, [AHS90] Def. 5.9). Let $\mathcal{C}$ be a category and $(\mathcal{D}, U)$ and $(\mathcal{D}', U')$ be semi-concrete categories built upon $\mathcal{C}$. A functor $F : \mathcal{D} \rightarrow \mathcal{D}'$ is called a semi-concrete functor provided that $U \circ F = U'$. In this case we write $F : (\mathcal{D}, U) \rightarrow (\mathcal{D}', U')$.

If furthermore the codomain $(\mathcal{D}, U)$ is concrete then $F$ is called a concrete functor. We denote the meta-category of all concrete categories built upon $\mathcal{C}$ with all concrete functors as morphisms by $c\mathbf{CAT} \mathcal{C}$.

4.2.1.5 Lemma ([AHS90] Prop. 5.10(2)). A concrete functor is completely determined by its values on objects.

**Proof.** Let $\mathcal{C}$ by a category, $(\mathcal{D}, U)$ be a concrete and $(\mathcal{D}', U')$ be a semi-concrete category built upon $\mathcal{C}$. Let $F, G : (\mathcal{D}, U) \rightarrow (\mathcal{D}', U')$ be two concrete functors with $\forall A \in \text{Ob } \mathcal{D}'$, $FA = GA$. We have to show that $F = G$. Let $f : A \rightarrow_{\mathcal{D}'} B$. Then:

$$Ff, Gf : FA = GA \rightarrow_{\mathcal{D}} FB = GB,$$

i.e. $Ff$ and $Gf$ are morphisms in the same hom-class. Since $F$ and $G$ are concrete, it holds

$$U(Ff) = Uf = U(Gf)$$
and thus $Ff = Gf$ because $U$ is faithful.

4.2.1.6 Definition and Lemma (concrete categories of concrete categories). Let $C$ be a category. It is easy to see that identity functors and the compositions of concrete functors are concrete. Thus the conglomerate of all concrete categories built upon $C$ is the object class of a meta-pre-category with all concrete functors as morphisms. We denote the according meta-category (see Note 4.1.1.4) of all concrete categories built upon $C$ by $c\text{CAT } C$. The meta-category $c\text{CAT } C$ itself is built upon the meta-category $\text{CAT}$ by the forgetful functor $j$ which maps a $(c\text{CAT } C)$-morphism to its underlying $\text{CAT}$-morphism, i.e. functor.

4.2.1.7 Note. Let $C$ be a category and $(c\text{CAT } C, j)$ be the concrete meta-category built upon $\text{CAT}$ from Definition and Lemma 4.2.1.6. Let $(D, U), (D', U') \in \text{Ob}(c\text{CAT } C)$ be two concrete categories and $F : (D, U) \leftarrow (D', U')$ be a concrete functor. We may view $F$ out of three different perspectives:

(i) as the functor $F : D \leftarrow D'$ (i.e. as a $\text{CAT}$-morphism) with the property $U \cdot F = U'$,

(ii) as the concrete functor $F : (D, U) \leftarrow (D', U')$, i.e. as a morphism in the meta-pre-category from Definition and Lemma 4.2.1.6 or

(iii) as the $c\text{CAT } C$-morphism $((D, U), F, (D', U')) : (D, U) \leftarrow (D', U')$.

The connection

- from (i) to (ii) is the Definition 4.2.1.4 (and Definition and Lemma 4.2.1.6),
- from (ii) to (iii) is the construction from Note 4.1.1.4 and
- from (iii) to (i) is the forgetful functor: $|(D, U), F, (D', U')| = F$.

4.2.1.8 Definition and Lemma (‘forgetting more’ is a concrete functor). Let $C$ and $C'$ be categories and $(D_1, U_1)$ and $(D_2, U_2)$ be concrete categories built upon $C'$ and let $U : C \leftarrow C'$ be a faithful functor. Then $(D_1, U \cdot U_1)$ and $(D_2, U \cdot U_2)$ are concrete categories built upon $C$ and if $H : (D_1, U_1) \leftarrow (D_2, U_2)$ is a concrete functor, so is $H : (D_1, U \cdot U_1) \leftarrow (D_2, U \cdot U_2)$. This motivates the definition of the function $u(\cdot)$ by

$$u((D_1, U_1), H, (D_2, U_2)) = ((D_1, U \cdot U_1), H, (D_2, U \cdot U_2)).$$

This function is a concrete functor:

$$u(\cdot) : (c\text{CAT } C, | \cdot |) \leftarrow (c\text{CAT } C', | \cdot |).$$
Proof. With the operation on objects \( u((D_1, U_1); (D_2, U_2)) = (D_1, U \circ U_1) \) the typing axiom is obvious. The function \( u(\cdot) \) is also multiplicative and preserves identities, because it operates trivially on morphisms, i.e. it only changes domain and codomain. The concreteness property of \( u(\cdot) \) follows from \( |u((D_1, U_1), H, (D_2, U_2))| = |((D_1, U \circ U_1), H, (D_2, U \circ U_2))| = H = |((D_1, U_1), H, (D_2, U_2))| \).

4.2.1.9 Definition (function spaces). A construct \((\mathcal{C}, |\cdot|)\) has function spaces if

(i) \((\mathcal{C}, |\cdot|)\) has finite concrete products, i.e. \(\mathcal{C}\) has finite products and \(|\cdot|\) preserves them, and

(ii) \(\mathcal{C}\) is cartesian closed and the evaluation morphism \(ev : A \leftarrow A^B \times B\) can be chosen in such a way that \(|A^B| = \mathcal{C}(A, B)\) and \(|ev(f, x) = f x|\).

We say that a category \(\mathcal{C}\) has function spaces if there exists a faithful functor \(|\cdot| : \text{Set} \leftarrow \mathcal{C}\) such that the construct \((\mathcal{C}, |\cdot|)\) has function spaces.

4.3 Adjoint functors and adjunctions

This section is not necessary to understand Chapter 5. We will use adjunctions and monads in Chapter 6 only.

4.3.1 Free objects

4.3.1.1 Definition (universal arrow). Let \(G : \mathcal{C} \leftarrow \mathcal{D}\) be a functor. A \(\mathcal{C}\)-morphism \(u_X : GA \leftarrow X\) is called a \(G\)-universal arrow from \(X\) if for every \(g : GB \leftarrow X\) there exists a unique \(\mathcal{D}\)-morphism \(f : B \leftarrow A\) such that \(Gf : u_X = g\) holds. The dual notion is called a \(G\)-co-universal arrow.

4.3.1.2 Definition (free object of a concrete category). Let \((\mathcal{D}, U)\) be a concrete category built upon \(\mathcal{C}\).

(i) Let \(X\) be a \(\mathcal{C}\)-object. A \(\mathcal{D}\)-object \(A\) is called a free object over \(X\) in \((\mathcal{D}, U)\) if there exists a \(U\)-universal arrow \(u_X : UA \leftarrow X\).

(ii) We say that \((\mathcal{D}, U)\) has free objects if for every \(\mathcal{C}\)-object \(X\) there exists a free object over \(X\) in \((\mathcal{D}, U)\).

4.3.1.3 Example. Let \((\mathcal{D}, U)\) be a concrete category built upon \(\mathcal{C}\).

(i) If \(\mathcal{C}\) has an initial object \(0\), then the free objects over \(0\) in \((\mathcal{D}, U)\) are precisely the initial objects of \(\mathcal{D}\).

(ii) If \(\mathcal{C} = \text{Set}\) and \((\mathcal{D}, U)\) is the construct of all \(\Sigma\)-algebras, then the free objects over a set \(X\) are precisely the free \(\Sigma\)-algebras over \(X\) in the sense of universal algebra. The according universal arrows are the embeddings of \(X\) into a free algebra over \(X\).
4.3.2 Varietors

4.3.2.1 Definition (polynomial functors).

A category is called (co)cartesian bicartesian cartesian closed bicartesian closed if it has finite (co)products, is cocartesian and cartesian, is cartesian and has exponents, is cartesian closed and cocartesian.

The class of cocartesian bicartesian polynomial functors to a cocartesian bicartesian closed category $\mathcal{C}$ is the smallest class of functors to $\mathcal{C}$ closed under finite coproducts, finite coproducts and products, constants, finite (co)products, and constant exponents.

We can describe these classes of endofunctors in a more intuitive way by the following grammars:

(i) cocartesian functors: $FX := X \mid F_1X + F_2X$,
(ii) bicartesian functors: $FX := X \mid F_1X + F_2X \mid F_1X \times F_2X$,
(iii) polynomial functors: $FX := A \mid X \mid F_1X + F_2X \mid F_1X \times F_2X \mid F_1 \Leftarrow A$.

4.3.2.2 Observation. (i) Cocartesian functors to a bicartesian category are also bicartesian. Bicartesian functors to a bicartesian closed category are also polynomial.

(ii) The classes of cocartesian, bicartesian, and polynomial endofunctors on some category are each closed under composition.

4.3.2.3 Definition (varietor). An endofunctor $F : \mathcal{C} \to \mathcal{C}$ is called a varietor if the concrete category of $F$-algebras $(\mathcal{C}^F, \cdot |^F)$ has free objects.

4.3.2.4 Proposition (free algebras versus initial algebras). Let $\mathcal{C}$ be a cocartesian category, $X$ be a $\mathcal{C}$-object, and $F : \mathcal{C} \to \mathcal{C}$ be an endofunctor. The following are equivalent:

(i) There exists a free object over $X$ in $(\mathcal{C}^F, \cdot |^F)$.
(ii) $F + X$ has an initial algebra.

Proof. The universal property of a free $F$-algebra over $X$ can be translated into the universal property of an initial $(F + X)$-algebra and vice versa by straightforward calculations using the following:

Let $\chi$ be free over $X$ in $(\mathcal{C}^F, \cdot |^F)$ with universal arrow $u_X$. Then $[\chi, u_X]$ is initial in $\mathcal{C}^{F + X}$. The catamorphism is given for every $(F + X)$-algebra $\varphi$ by $([\varphi])_{F + X} = [(\varphi \cdot \hat{\iota}_{(F + X)}, X)/u_X |^{F + X}$. 
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Let \( \text{in}_{F+X} \) be initial in \( (\mathcal{C}^{F}, \| \cdot \|^{F}) \). Then \( \text{in}_{F+X} \cdot \iota(\mu(\text{in}_{F+X}, X)) \) is free over \( X \) in \( (\mathcal{C}^{F}, \| \cdot \|^{F}) \) with universal arrow \( u_{X} = \text{in}_{F+X} \cdot \iota(\mu(\text{in}_{F+X}, X)) \). For every \( F \)-algebra \( \psi \) and every \( g : \| \psi \|^{F} \leftarrow X \) the unique algebra homomorphism to \( \psi \) from the free algebra is given by \( [g/u_{X}]^{F} = (\|\psi, g\|)_{F+X} \).

4.3.2.5 Corollary (varietors versus initial algebras). Let \( \mathcal{C} \) be a cocartesian category and let \( F : \mathcal{C} \leftarrow \mathcal{C} \) be an endofunctor. The following are equivalent:

(i) \( F \) is a varietor.

(ii) For every \( \mathcal{C} \)-object \( X \) the functor \( F + X \) has an initial algebra.

4.3.2.6 Corollary. Every endofunctor on an algebraically complete cocartesian category is a varietor.

4.3.2.7 Theorem ([AP01]). Polynomial \( \text{Set} \)-endofunctors are varietors.

4.3.3 Adjoint functors

4.3.3.1 Definition (right (and left) adjoint functor). Let \( G : \mathcal{C} \leftarrow \mathcal{D} \) be a functor. Then \( G \) is called right adjoint (or adjoint) if for every \( \mathcal{C} \)-object \( X \) there exists a \( G \)-universal arrow from \( X \). Dually \( G \) is called left adjoint (or co-adjoint) if for every \( \mathcal{D} \)-object \( Y \) there exists a \( G \)-co-universal arrow to \( Y \).

4.3.3.2 Observation. (i) Let \( (\mathcal{D}, U) \) be a concrete category built upon \( \mathcal{C} \). Then \( U \) is right adjoint iff \( (\mathcal{D}, U) \) has free objects. We call a left adjoint of \( U \) a free functor of \( (\mathcal{D}, U) \).

(ii) Let \( F \) be an endofunctor. Then the canonical forgetful functor from the category of \( F \)-algebras \( \| \cdot \|^{F} \) is right adjoint iff \( F \) is a varietor.

4.3.4 Adjunctions

4.3.4.1 Definition (adjunction). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories.

(i) \( (\eta, \varepsilon) : F \dashv G : \mathcal{C} \leftarrow \mathcal{D} \) is called an adjunction (or adjoint situation) if

\[
F : \mathcal{C} \leftarrow \mathcal{D}, \quad G : \mathcal{D} \leftarrow \mathcal{C},
\]

and

\[
\eta : G \cdot F \leftarrow \text{Id}, \quad \varepsilon : \text{Id} \leftarrow F \cdot G,
\]

such that

\[
\varepsilon_{F} \cdot F \eta = \text{id}_{F} \quad \text{and} \quad G \varepsilon \cdot \eta_{G} = \text{id}_{G}
\]

holds. The natural transformations \( \eta \) and \( \varepsilon \) are called the unit and the co-unit of the adjunction, respectively.
(ii) If the relation to the categories $\mathcal{C}$ and $\mathcal{D}$ is obvious we will only write $(\eta, \varepsilon) : F \dashv G$ to denote the adjunction.

(iii) If for given functors $F : \mathcal{C} \leftarrow \mathcal{D}$ and $G : \mathcal{D} \leftarrow \mathcal{C}$ an adjunction $(\eta, \varepsilon) : F \dashv G$ exists, then $F$ and $G$ are called adjoint and we write $F \dashv G$.

(iv) If for a given functor $F : \mathcal{C} \leftarrow \mathcal{D}$ there exists a functor $G : \mathcal{D} \leftarrow \mathcal{C}$ such that $F \dashv G$, then we say that $F$ has a right adjoint.

(v) If for a given functor $G : \mathcal{D} \leftarrow \mathcal{C}$ there exists a functor $F : \mathcal{C} \leftarrow \mathcal{D}$ such that $F \dashv G$, then we say that $G$ has a left adjoint.

4.3.4.2 Definition (adjungate). Let $(\eta, \varepsilon) : F \dashv G : \mathcal{C} \leftarrow \mathcal{D}$ be an adjunction and $f : A \leftarrow \mathcal{C} FB$ and $g : GA \leftarrow \mathcal{D} B$.

(i) $f^\sharp = Gf \cdot \eta_B$ is called the left adjungate of $f$ and

(ii) $g^\flat = \varepsilon_A \cdot Fg$ is called the right adjungate of $g$.

A left or right adjungate is also called an adjoint transpose. Notice that the functions $(\ast)^\sharp$ and $(\ast)^\flat$ are defined w.r.t. some adjunction which is invisible in the notation. Usually the according adjunction will be obvious from the context.

4.3.4.3 Lemma (laws for adjunctions [Fok92a]). Let $(\eta, \varepsilon) : F \dashv G : \mathcal{C} \leftarrow \mathcal{D}$ be an adjunction with left/right adjungates $(\ast)^\sharp$ and $(\ast)^\flat$, respectively. Then for all $X \leftarrow \mathcal{C} A \leftarrow \mathcal{D} \mathcal{C} A \leftarrow \mathcal{C} FB$ and $GA \leftarrow \mathcal{D} B \leftarrow \mathcal{D} Y$:

(i) $\varepsilon^\sharp = id,$

(ii) $(x \cdot f \cdot Fy)^\sharp = Gx \cdot f^\sharp \cdot y,$

(iii) $\eta^\flat = id,$

(iv) $(Gx \cdot g \cdot y)^\flat = x \cdot g^\flat \cdot Fy,$

(v) $(f^\sharp)^\flat = f$ and $(g^\flat)^\sharp = g.$

4.3.4.4 Proposition ([AHS90] Exer. 19A). Let $\mathcal{C}$ and $\mathcal{D}$ be categories. The functors $F : \mathcal{C} \leftarrow \mathcal{D}$ and $G : \mathcal{D} \leftarrow \mathcal{C}$ are adjoint, i.e. $F \dashv G$ iff

\[ \mathcal{C}(A, FB) \cong \mathcal{D}(GA, B) \] natural in $A$ & $B$.

**Proof.** ⇒ Using Lemma 4.3.4.3 (v) we show that $(\ast)^\sharp : \mathcal{D}(G \cdot , \cdot) \leftarrow \mathcal{C}(\cdot, F \cdot)$ and $(\ast)^\flat : \mathcal{C}(\cdot, F \cdot) \leftarrow \mathcal{D}(G \cdot , \cdot)$ are natural transformations which are each others inverses.
Let \( (\cdot)^g : \mathcal{D}(G, \ldots) \twoheadleftarrow \mathcal{C}(\ldots, F \cdot) \) and \( (\cdot)^f : \mathcal{C}(\ldots, F \cdot) \twoheadleftarrow \mathcal{D}(G, \ldots) \) be mutually inverse natural isomorphisms. We show that \( (id^g, id^f) : F \dashv G \) is an adjunction. Moreover \( (\cdot)^g \) and \( (\cdot)^f \) are in fact the left and right adjungates w.r.t. that adjunction.

### 4.3.4.5 Lemma (composition of adjunctions, [AHS90] Prop. 19.13). Let \( (\eta, \varepsilon) : F \dashv G : \mathcal{C} \leftarrow \mathcal{D} \) and \( (\eta', \varepsilon') : F' \dashv G' : \mathcal{D} \leftarrow \mathcal{E} \) be adjunctions, then \( (\eta \cdot \eta', \varepsilon \cdot \varepsilon') : F \cdot F' \dashv G \cdot G' : \mathcal{C} \leftarrow \mathcal{E} \) is an adjunction. It is called the composition of \( (\eta, \varepsilon) : F \dashv G \) and \( (\eta', \varepsilon') : F' \dashv G' \). ◇

### 4.3.4.6 Corollary. The subclass of left adjoint functors is a subcategory of CAT. We denote this category by \textbf{LeftAdj}. ◇

### 4.3.4.7 Theorem ([AHS90] Th. 19.1 & Proposition 19.7). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories and \( F : \mathcal{C} \leftarrow \mathcal{D} \) and \( G : \mathcal{D} \leftarrow \mathcal{C} \) be functors.

1. \( F \dashv G \iff G^{\text{op}} \dashv F^{\text{op}}. \)
2. \( G \) is right adjoint iff \( G \) has a left adjoint.
3. \( F \) is left adjoint iff \( F \) has a right adjoint. ◇

### 4.3.4.8 Lemma (essential uniqueness of adjoint functors, [AHS90] Prop. 19.9). The right adjoints of a given functor \( F \) are unique up to isomorphism. Vice versa all functors which are isomorphic to a right adjoint of \( F \) are right adjoints of \( F \). Obviously, the dual statements hold for right adjoints. ◇

### 4.3.4.9 Proposition ([AHS90] Prop. 18.9). Right adjoint functors are continuous, i.e. preserve small limits. Left adjoint functors are co-continuous, i.e. preserve small colimits. Thus in particular: right adjoint functors preserve products and left adjoint functors preserve coproducts. ◇

### 4.4 Monads

This section is not necessary to understand Chapter 5. We will use adjunctions and monads in Chapter 6 only.

Monads are related to terms (or trees) like monoids are related to character strings:

- Let \( \Sigma \) be an alphabet and \( \Sigma^* = \bigcup_{k \in \mathbb{N}_0} \Sigma^k \) be the set of all words over \( \Sigma \). Then \( (\Sigma^*, \varepsilon, \cdot) \) has the structure of a monoid, where \( \varepsilon = (\cdot) \in \Sigma^* \) denotes the empty word and \( \cdot : \Sigma^* \leftarrow \Sigma^* \times \Sigma^* \) is the concatenation of words, i.e. \( (a_1, \ldots, a_k) \cdot (a_{k+1}, \ldots, a_{k+\ell}) = (a_1, \ldots, a_{k+\ell}) \). It is well known that \( (\Sigma^*, \varepsilon, \cdot) \) is a free monoid over \( \Sigma \) and vice versa every free monoid is isomorphic to a monoid of character strings with concatenation.
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- Let $\Sigma$ be a functor induced by a ranked alphabet and $T_\Sigma : \text{Set} \leftarrow \text{Set}$ be the functor defined by $T_\Sigma X \cong \mu(\Sigma + X)$. As we will see shortly: $(T_\Sigma, \eta, \mu)$ has the structure of a monad, where $\eta_X : T_\Sigma X \leftarrow X$ is the embedding of variables and $\mu_X : T_\Sigma X \leftarrow T_\Sigma(T_\Sigma X)$ describes term-substitution. This monad is a free monad over $\Sigma$ and vice versa every free monad (over a functor induced by a ranked alphabet) is a monad of terms with term-substitution.

It is possible to formalize the above analogy between monads and monoids: Both notions monoid and monad are instances of the more general notion monoid over a monoidal category [Str72, BW85].

4.4.1 Monads and Kleisli triples

4.4.1.1 Definition (monad). Let $C$ be a category. $T = (T, \eta, \mu)$ is called a monad on $C$ if $T : C \leftarrow C$, $\eta : T \leftarrow \text{id}_C$, $\mu : T \leftarrow T^2$ such that

$$\mu \cdot \eta = \text{id}_T = \mu \cdot \eta T$$

and

$$\mu \cdot T \mu = \mu \cdot \mu T$$

holds. The natural transformations $\eta$ and $\mu$ are called the unit and the join (or multiplication), respectively.

4.4.1.2 Note (monadic). In relation with monads the adjective monadic is commonly used. E.g., the operations ‘unit’ and ‘join’ are also called monadic operations. Later we will see the definitions of monadic categories, monadic functors, and monadic transducers. However, all this is not related at all to the notions monadic ranked alphabet, monadic tree, or monadic term.

4.4.1.3 Definition and Lemma (Kleisli-triple, Haskell-Monad). There exists another equivalent description of a monad: A Kleisli-triple $(M, \eta, (\cdot)^\dagger)$ on a category $C$ consists of an endofunction $M : \text{Ob} C \leftarrow \text{Ob} C$, an $\text{Ob} C$-indexed family $\eta$ (called unit) of morphisms $\eta_X : MX \leftarrow X$, and an operation $(\cdot)^\dagger$ (called extension operation) taking every $C$-morphism $f : MX \leftarrow Y$ to a $C$-morphism $f^\dagger : MX \leftarrow MY$ such that

(i) $f : MX \leftarrow Y \implies f^\dagger \cdot \eta_Y = f$,

(ii) $\eta_X^\dagger = \text{id}_{MX}$, and

The name monad comes from shortening and joining together two older names for the same construction: monoid and triad [Mac71]. Other old names for a monad are triple, standard construction, or fundamental construction.
There exists a bijection between monads \((T, \eta, \mu)\) and Kleisli-triples \((M, \eta, (\cdot)')\) on \(C\) given by the equations
\[
MX = TX, \quad f' = \mu \cdot Tf, \quad \text{and} \quad Tf = (\eta \cdot f)', \quad \mu = id'.
\]

In Haskell a monad is defined by

```haskell
class Monad m where
  (>>=) :: a -> m b -> m b
  return :: a -> m a
```

The operator \(\gg=\) is called \textbf{bind}. The type constructor \(m\) and the functions \textit{return} and \((\ll<\rangle)\), where the latter is just a variant of \((\gg=)\) with exchanged input arguments
\[
(\ll<\rangle) :: (a \rightarrow m b) \rightarrow m a \rightarrow m b
\]

\((\ll<\rangle) = \text{flip}(\gg=)\)

correspond to the functions \(M\), \(\eta\), and \((\cdot)'\) of a Kleisli-triple, respectively. The monad laws are not part of the definition in Haskell, however it is usually assumed that they hold.

\[\tag*{\diamond} \]

\[\begin{align*}
\text{4.4.4 Example.} \text{ Let us illustrate the monadic operations of the free } \Delta \text{ monad } \Delta^* = (T\Delta, \eta, \mu): \text{ The unit is simple:} \\
X \xrightarrow{\eta X} T\Delta X \\
\xrightarrow{\eta X} \text{ (\diamond)} \\
\text{The multiplication is just term-substitution. We can express it more easily with the according Kleisli-'}\text{ as shown in Figure 4.4.} \\
\end{align*}\]

\[\begin{align*}
\text{4.4.2 Monad morphisms} \\
\text{4.4.2.1 Definition (monad morphism).} \text{ Let } T = (T, \eta, \mu) \text{ and } T' = (T', \eta', \mu') \text{ be monads on } C. \\
\text{(i) A natural transformation } h : T \leftrightarrow T' \text{ such that } \eta = h \cdot \eta' \text{ and } \mu \cdot (h \ast h) = h \cdot \mu' \text{ is} \\
\text{called a \textbf{monad morphism} to } T \text{ from } T' \text{ and we write } h : T \leftarrow T'. \\
\text{(ii) It is easy to see that (i) gives rise to a category which we will denote by } \textbf{MndC}. \\
\text{Moreover this is a concrete category } (\textbf{MndC}, ||.|\|) \text{ built upon } \textbf{EndC} \text{ where the forgetful functor } ||.|\| \text{ maps a monad onto its underlying endofunctor: } ||(T, \eta, \mu) = T|. \\
\text{\diamond}
\end{align*}\]

60
4.4 Monads

4.4.3 Free monads

4.4.3.1 Definition (free monad). Let \( F : \mathcal{C} \rightarrow \mathcal{C} \) be an endofunctor. A free object over \( F \) in \( \text{Mnd}\mathcal{C},|.| \) is called a free monad over \( F \). Since free monads over \( F \) are determined uniquely up to isomorphism we also talk about the free monad over \( F \). We denote it by \( F^* \) and its underlying endofunctor by \( T_F = |F^*| \).

4.4.4 Monads versus Adjunctions

4.4.4.1 Lemma (each adjunction gives rise to a monad, \[AHS90\] Prop. 20.3). Let \( (\eta, \varepsilon) : F \dashv G : \mathcal{C} \rightarrow \mathcal{D} \) be an adjunction. Then \( (G \cdot F, \eta, G\varepsilon F) \) is a monad on \( \mathcal{D} \).

4.4.4.2 Definition (Eilenberg-Moore category). Let \( \mathcal{T} = (T, \eta, \mu) \) be a monad on \( \mathcal{C} \). The Eilenberg-Moore category \( (\mathcal{C}^T, U^\mathcal{F}) \) of \( \mathcal{T} \) is the full concrete subcategory of the concrete category \( (\mathcal{C}^T, U) \) of all \( \mathcal{T} \)-algebras, where the objects of \( \mathcal{C}^T \) are those \( \mathcal{T} \)-algebras \( (X, \varphi) \in \text{Ob}\mathcal{C}^T \) for which

(i) \( \varphi \cdot \eta_X = \text{id}_X \) and

(ii) \( \varphi \cdot T\varphi = \varphi \cdot \mu_X \)
holds. The objects of $\mathcal{C}^T$ are called $T$-algebras.

4.4.4.3 Proposition (monads induce adjunctions. [AHS90] Prop. 20.7). Every monad $T = (T, \eta, \mu)$ on $\mathcal{C}$ gives rise to an adjunction $(\eta, \varepsilon) : F^T \dashv U^T : \mathcal{C}^T \hookrightarrow \mathcal{C}$, where

(i) $(\mathcal{C}^T, U^T)$ is the Eilenberg-Moore category from Definition 4.4.4.2.

(ii) $F^T(X \xleftarrow{f} Y) = (TX, \mu_X) \xleftarrow{Tf} (TY, \mu_Y)$, and in particular $(TX, \mu_X)$ is a free object over $X$ in $(\mathcal{C}^T, U^T)$.

(iii) $\varepsilon(X, \varphi) = \varphi$.

Moreover, the monad associated with the above adjunction according to Lemma 4.4.4.1 is $T$ itself.

4.4.4.4 Definition (monadic category and monadic functor).

(i) A concrete category $(\mathcal{D}, U)$ built upon $\mathcal{C}$ is called monadic (over $\mathcal{C}$) if there exists a monad $T$ such that $(\mathcal{D}, U) \cong (\mathcal{C}^T, U^T)$, where $(\mathcal{C}^T, U^T)$ is the Eilenberg-Moore category of $T$.

(ii) A functor $U : \mathcal{C} \to \mathcal{D}$ is called monadic if it is faithful and $(\mathcal{D}, U)$ is monadic.

4.4.4.5 Theorem ([AHS90] Th. 20.56). If $\Sigma : \mathcal{C} \to \mathcal{C}$ is a varietor, then $(\mathcal{C}^{\Sigma}, |.|^\Sigma)$ is monadic and the associated monad (Lemma 4.4.4.1) is a free monad over $\Sigma$.

4.4.4.6 Corollary. Let $\mathcal{C}$ be an algebraically complete cocartesian category. Then $(\text{Mnd} \mathcal{C}, |.|)$ has free objects and thus $(. )^* \dashv |.|$ where $(.)^*$ is the free functor (Observation 4.3.3.2 (i) & Definition 4.4.3.1 (iii)).

4.4.4.7 Corollary. Let $\mathcal{C}$ be a cocartesian category, $\Sigma : \mathcal{C} \to \mathcal{C}$ be a varietor, and $X$ a $\mathcal{C}$-object. Then from Theorem 4.4.4.5 together with Proposition 4.3.2.4 follows: $T^\Sigma X \cong \mu(\Sigma + X)$.

4.4.4.8 Definition (Kleisli category [Kle65]). The Kleisli category of a monad $T = (T, \eta, \mu)$ (or of the associated Kleisli Triple $(M, \eta, (.)^\dagger)$) is the following concrete category $(\mathcal{C}^T, U_T)$ built upon $\mathcal{C}$ with objects $\text{Ob} \mathcal{C}^T = \text{Ob} \mathcal{C}$, morphisms $\mathcal{C}^T(X, Y) = \mathcal{C}(TX, Y)$, identities $id = \eta$, composition $f \bullet_T g = \mu \cdot Tf \cdot g = f^\dagger \cdot g$, and forgetful functor $U_T f = \mu \cdot Tf = f^\dagger$. 
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Part II

Tree transducer composition in category theory
5 The initial algebra approach

In this chapter we will describe the semantics and the composition of tree transducers in terms of category theory. Moreover we will describe short cut fusion in terms of category theory as well, and compare it to the composition of tree transducers. We developed this idea in [JV01], presented it in [Jur01], and published it in [JV04].

Short cut fusion is based on the \textit{cata/build-rule} [GLP93], \textit{cata/augment-rule} [Gil96], or –using category theory– on the \textit{acid rain theorem} [TM95]. For the latter, it is necessary to represent the consumer as a \textit{catamorphism}. A catamorphism is a generalization of the well known list-function \textit{foldr} for arbitrary regular types. In terms of category theory a catamorphism is the unique algebra morphism from an \textit{initial algebra}. To describe the polymorphic \textit{build}-function we will use an \textit{algebra transformer} as suggested by [Fok92b].

5.1 Algebra Transformers

A function which maps algebras onto algebras is called an \textit{algebra transformer} in [Fok92b]. We will use algebra transformers to express functions which are parameterized by constructors: \textit{e.g.} the function \((\text{H in } G)\) is parameterized by the constructors encoded in the initial \(G\)-algebra \(\text{in}_G\). Here the function \(\text{H}\) is an algebra transformer mapping \(F\)-algebras to \(G\)-algebras.

5.1.1 Characterization of concrete algebra transformers

5.1.1.1 Definition (algebra transformer). A ((semi)concrete) algebra transformer is a (semi(concrete)) functor between two categories of algebras over a common base category.

5.1.1.2 Lemma (characterization of concrete algebra transformers). Let \(C\) be a category, \(F, G, U : C \rightarrow C\) be endofunctors where \(U\) is faithful and \(H : \text{Ob} C^F \leftarrow \text{Ob} C^G\) a function. The following two statements are equivalent:

(i) The function \(H\) can be uniquely extended on \(C^G\)-morphisms to a concrete algebra transformer:

\[
H : (C^F, |\cdot|^F) \leftarrow (C^G, U \cdot |\cdot|^G).
\]

(ii) The function \(H\) satisfies the following condition: for every \(\varphi, \varphi' \in \text{Ob} C^G\) and every
\[ \varphi \cdot Gf = f \cdot \varphi' \]
\[ H\varphi \cdot F(Uf) = Uf \cdot H\varphi' \]

\begin{equation}
(*)\end{equation}

Notice the different usage of functors \( F, G \) on morphisms and \( H \) on objects in the above equations.

**Proof.** (ii) \( \implies \) (i): We extend \( H \) on morphisms by

\[ \forall \varphi, \varphi' \in \text{Ob}\mathcal{C}^G. \forall (\varphi, f, \varphi') \in \mathcal{C}^G(\varphi, \varphi'). H(\varphi, f, \varphi') = (H\varphi, Uf, H\varphi'). \]

If this is a functor \( H : \mathcal{C}^F \leftarrow \mathcal{C}^G \), then it is obviously concrete, \( i.e. : H : (\mathcal{C}^F, \cdot \cdot^F) \leftarrow (\mathcal{C}^G, U \cdot \cdot^G) \) and thus uniquely determined due to **Lemma 4.2.1.3** The function \( H \) satisfies the functor axioms by construction, because \( U \) is a functor. The only property that we have to verify is \( H \) maps \( G \)-algebra-morphisms onto \( F \)-algebra-morphisms. This is equivalent to the condition \( (*) \) which is easy to see using the definition of \( H \) on morphisms and **Definition 4.1.7.1**

(i) \( \implies \) (ii): If \( H \) can be extended uniquely to a concrete algebra transformer \( H : (\mathcal{C}^F, \cdot \cdot^F) \leftarrow (\mathcal{C}^G, U \cdot \cdot^G) \), then in particular \( H : \text{Mor}\mathcal{C}^F \leftarrow \text{Mor}\mathcal{C}^G, i.e. H \) maps \( G \)-algebra-morphisms onto \( F \)-algebra-morphisms. This is equivalent to the condition \( (*) \) for \( f \). We have \( Hf : H\varphi \leftarrow H\varphi' \) and thus \( H\varphi \cdot F|f|^F = |Hf|^F \cdot H\varphi' \). Using the concreteness of \( H \), \( i.e. |Hf|^F = U|f|^F \), the latter is equivalent to the proposition of \( (*) \).

\[ \square \]

### 5.1.2 Construction of algebra transformers

The following corollary shows how to construct concrete algebra transformers using the condition from **Lemma 5.1.1.2**

#### 5.1.2.1 Corollary (Construction of concrete algebra transformers).

With the preconditions from **Lemma 5.1.1.2** each of the following definitions yields an \( H : (\mathcal{C}^G, \cdot \cdot^G) \leftarrow (\mathcal{C}^F, \cdot \cdot^F) \). For every \( \varphi \in \text{Ob}\mathcal{C}^F:

(i) \( H\varphi = \varphi \cdot F\varphi \) \hspace{1em} \text{where} \hspace{1em} G = F \cdot F,

(ii) \( H\varphi = \varphi \cdot \tau \) \hspace{1em} \text{where} \hspace{1em} \tau : F \leftarrow G,

(iii) \( H\varphi = \tau \) \hspace{1em} \text{where} \hspace{1em} \tau : \text{Id} \leftarrow G,

(iv) If \( \mathcal{C} \) has coproducts: \( H\varphi = [H_1\varphi, H_2\varphi] \), where \( H_1 : (\mathcal{C}^{G_1}, \cdot \cdot^{G_1}) \leftarrow (\mathcal{C}^F, \cdot \cdot^F) \) and \( H_2 : (\mathcal{C}^{G_2}, \cdot \cdot^{G_2}) \leftarrow (\mathcal{C}^F, \cdot \cdot^F) \) and \( G = G_1 + G_2, \)

**Proof.** All cases are instances of **Lemma 5.1.1.2** with \( U_G = \text{Id} \).

\[ \square \]
5.2 Generalized acid rain theorems

5.2.1 The acid rain theorem

We begin with a version of the well known acid rain theorem [TM95]. Usually a free theorem [Wad89] is used to proof the acid rain theorem. Since we are in the setting of category theory, it will be more natural to use naturalness (Definition 4.1.3.1). However free theorems entail the naturalness of polymorphic functions [dB89].

5.2.1.1 Proposition (acid rain theorem ([TM95] Theorem 3.2)). Let \( C \) be a category, \( B \in \text{Ob} C \), \( F : C \rightarrow \mathcal{C} \) have an initial algebra, and \( \varphi \in \text{Ob} \mathcal{C}^F \). Then:

\[
\tau : \sI^F \xleftarrow{B} \langle \varphi \rangle^F \cdot \tau_{\text{inf}} = \tau_{\varphi}
\]

Proof.

\[
\begin{align*}
\langle \varphi \rangle^F \cdot \tau_{\text{inf}} &= \text{ (Definition 4.1.7.1) } \\
\sI_\varphi^F \cdot \tau_{\text{inf}} &= \text{ (naturalness of } \tau : \sI^F \xleftarrow{B} \text{ (Definition 4.1.3.1) ) } \\
\tau_{\varphi} \cdot B(\sI_\varphi) &= \text{ (Definition 4.1.2.1) } \\
\tau_{\varphi} &\quad \blacksquare
\end{align*}
\]

5.2.1.2 Note (short cut fusion). The acid rain theorem is a category theory version of the cata/build-rule from short cut fusion: Let \( \Lambda \) be a functional language, \( \mathcal{C} \) be an appropriate category, and \( \llbracket . \rrbracket : \mathcal{C} \rightarrow \Lambda \) be a denotational semantics. If \( \llbracket . \rrbracket \) is sound and parametric (i.e. polymorphic functions are mapped onto natural transformations) then the acid rain theorem tells us that the cata/build-rule holds in \( \Lambda \) w.r.t. \( \llbracket . \rrbracket \). However, the image of \( \llbracket . \rrbracket \) may be trivial. But if moreover \( \llbracket . \rrbracket \) is correct (i.e. reflects equality in \( \mathcal{C} \) to observational equivalence in \( \Lambda \)) then the cata/build-rule holds in \( \Lambda \) modulo observational equivalence.

\[
\tau : \sI^F \xleftarrow{B} \langle \varphi \rangle^F \cdot \tau_{\text{inf}} = \tau_{\varphi}
\]

\[
\begin{align*}
\text{build} :: (\forall \beta.(\alpha \rightarrow \beta \rightarrow \beta) \rightarrow \beta) \rightarrow [\alpha] \\
\text{foldr}
\end{align*}
\]

\[
\text{foldr}
\]
5 The initial algebra approach

A semantics which maps polymorphic functions onto natural transformations is called a parametric model. In [Joh01] a sound and complete parametric model for the language PolyFix is used to prove the correctness of short cut fusion.

In order to establish a parametric model for a language, the free theorems [Wad89, dB89] have to hold for that language.

In the previous Proposition we needed a natural transformation. Here is one that we can use:

5.2.1.3 Lemma (naturalness of the catamorphism). Let \( C \) be a category and \( F : C \to C \) have an initial algebra. Then:

\[ ([\cdot])_F = ((\varphi)_F)_{\varphi \in \text{Ob}(C^F)} : [\cdot]^F \vdash \mu_F \]

Proof. From Corollary 4.1.4.5 we know \( i : \text{Id} \vdash \text{in}_F \). Then \( ([\cdot])_F = [\cdot]^F : [\cdot]^F \vdash \mu_F \)
with Definition and Lemma 4.1.3.6 (i).

Now we can state an instance of the acid rain theorem where we do not need free theorems or explicit naturalness at all:

5.2.1.4 Corollary (fusion of two catamorphisms). Let \( C \) be a category and \( F, G : C \to C \) be functors which have initial algebras. Then:

\[ H : (C^F, [\cdot]^F) \to (C^G, [\cdot]^G) \]

\[ ([\varphi])^G \cdot ([H_{\varphi}])_F = ([H\varphi])_F \]

Proof. This is just an instance of Lemma 5.2.1.1 where \( \tau_{\varphi} = ([H\varphi])_F \). Where the latter is natural in \( \varphi \) according to Lemma 5.2.1.3 and Definition and Lemma 4.1.3.6 (ii).

5.2.2 Generalized acid rain theorems

For our purpose we will need a more general acid rain theorem which we can apply conveniently to mutually recursive programs. We developed these generalizations of the acid rain theorem in [Jür99] and in [Jür00].

5.2.2.1 Proposition (mutual acid rain theorem). Let \( C \) be a category and \( F, U : C \to C \) be endofunctors where \( F \) has an initial algebra. Let \( B \in \text{Ob} C \) and \( \varphi \in \text{Ob} C^F \). Then:

\[ \tau : [\cdot]^F \vdash B \]

\[ H : (C^F, [\cdot]^F) \to (C^G, U \cdot [\cdot]^G) \]

\[ U([\varphi])_G \cdot \tau_{H_{\varphi}} = \tau_{H\varphi} \]
5.2 Generalized acid rain theorems

Proof. This is a generalization of the proof of Lemma 5.2.1.1

\[
U(\varphi)^G \cdot \varphi_{H^{in}} \\
= \{ \text{Definition 4.1.7.1} \land \text{Definition and Lemma 4.1.3.6} \} \\
U|\varphi|^G \cdot (\tau H)^{in} \\
= \{ \text{naturalness of } \tau H : |.|^F \cdot H \rightharpoonup B \text{ (Definition 4.1.3.1)} \land |.|^F \cdot H = U \cdot |.|^G \} \\
(\tau H)^{F \varphi} \cdot B(\varphi) \\
= \{ \text{Definition 4.1.2.1} \land \text{Definition and Lemma 4.1.3.6} \}
\]

Finally we give a symmetric version of the acid rain theorem (i.e. producer and consumer have the same structure):

5.2.2.2 Theorem (functorial acid rain theorem). Let \( C \) be a category. Let \( D \) be the full (meta-)category of the category of concrete categories with concrete functors where

\[
\text{Ob}(D) = \{(C^F, U_F \cdot |.|^F), (C^G, U_G \cdot |.|^G) : C \xrightarrow{\text{faithful}} \}.
\]

We define the function \( M \) by

\[
\forall H \in D((C^F, U_F \cdot |.|^F), (C^G, U_G \cdot |.|^G)) \quad M H = U_F([Hin_G])^F.
\]

Then \( M \) is a functor

\[
M : C \xleftarrow{} D^{op}
\]

and thus in particular:

\[
\frac{(C^F_3, U_{F_3} \cdot |.|^F_3) \xrightarrow{H_2 \cdot D}(C^F_2, U_{F_2} \cdot |.|^F_2) \xrightarrow{H_1 \cdot D}(C^F_1, U_{F_1} \cdot |.|^F_1)}{U_{F_2}(H_2IN_{F_2})_{F_2} \cdot U_{F_3}(H_2IN_{F_3})_{F_3} = U_{F_3}(H_2(H_1IN_{F_1}))_{F_3}}.
\]

Proof. We have to verify the functor axioms for \( M \):

(i) \( M \cdot \text{id} = U_F([in_G]_F) = U_{Fid} = \text{id} \) using \((.|.\text{-reflection})\).

(ii) \( MH_2 \cdot MH_1 = U_{F_3}(H_2IN_{F_2})_{F_3} \cdot U_{F_2}(H_1IN_{F_1})_{F_2} = M(H_2 \cdot H_1) \) using

Proposition 5.2.2.1

The functor \( M \) is a generalization of the type functor \( \mu : (\mu^\tau)^G \oplus \mu^G \xleftarrow{} (F \cdot \tau \cdot G) \) (cf. [BdM97] Section 2.7), i.e. \( MH = \mu \cdot \tau \) where \( \forall \varphi. H\varphi = \varphi \cdot \tau \) (Later in Corollary 5.1.2.1 (ii) we will see that this indeed defines a concrete functor \( H \)).
5.2.2.3 Lemma. Let $\mathcal{C}$ be a category and $U : \mathcal{C} \rightarrow \mathcal{C}$ be faithful. Then:

$$M \cdot U(\cdot) = U \cdot M$$

where $U(\cdot) : \mathcal{D} \rightarrow \mathcal{D}$ is the functor defined in Definition and Lemma 4.2.1.8 restricted to $\mathcal{D}$ defined in Theorem 5.2.2.2.

Proof. For every

$$(\mathcal{C}^F, U_F : \cdot \cdot^F) \xrightarrow{H} \mathcal{D} (\mathcal{C}^G, U_G : \cdot \cdot^G)$$

we calculate:

$$M(U H) = (U \cdot U_F)(\cdot H| \cdot G)_F = U(U_F(\cdot H| \cdot G)_F) = U(M H).$$

(5.2.2.1)

5.3 Algebraic transducers

5.3.1 Syntax of algebraic transducers

5.3.1.1 Definition (algebraic transducer). Let $F$ and $G$ be $\mathcal{C}$-endofunctors, such that $\mathcal{C}^F$ has an initial object. A triple $(H, U, \pi)$ is called an algebraic transducer\footnote{In [JV01] we called it categorical transducer. The name algebraic transducer emphasizes that it is defined using $F$-algebras, in contrast to the monadic transducer (Definition 6.3.1.1) which is defined using monads (Definition 4.4.1.1). Sometimes—but rarely—a push down transducer (i.e., a character string push down automaton with additional output) is also called an algebraic transducer. This is not related to our work.} (from $F$ to $G$) on $\mathcal{C}$ if

(i) $H : (\mathcal{C}^F, \cdot \cdot^F) \rightarrow (\mathcal{C}^G, U : \cdot \cdot^G)$ is a concrete functor,

(ii) $U : \mathcal{C} \rightarrow \mathcal{C}$ is a faithful endofunctor, and

(iii) $\pi : \text{Id} \rightarrow U$ is a natural transformation.

We write $(H, U, \pi) : G \rightarrow F$.

5.3.2 Composition of algebraic transducers

5.3.2.1 Definition (fusion of algebraic transducers). Let $\mathcal{C}$ be a category and $F_1, F_2, F_3 : \mathcal{C} \rightarrow \mathcal{C}$. Let $(H_1, U_1, \pi_1) : F_2 \rightarrow F_1$ and $(H_2, U_2, \pi_2) : F_3 \rightarrow F_2$ be algebraic transducers. The fusion of these two is the algebraic transducer defined by

$$(H_2, U_2, \pi_2) \cdot (H_1, U_1, \pi_1) = (H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 + \pi_2).$$
Moreover, we define for every \( C \)-endofunctor \( F \) the identity algebraic transducer

\[
\text{ID}_F = (\text{Id}_C F, \text{id}_{\text{Id}_C}).
\]

Notice that the fusion is defined by component-wise (commuted) composition and the identity is defined by component-wise identities. Thus it is obvious, that this gives rise to a category \( \text{AT}_C \) where the objects are all \( C \)-endofunctors which have initial algebras, the morphisms are all algebraic transducers between such functors, and composition is fusion.

### 5.3.3 Denotational semantics of algebraic transducers

#### 5.3.3.1 Definition (semantics of algebraic transducers).

Let \( C \) be a category. For every \((H, U, \pi) \in \text{AT}_C(G, F)\) we define

\[
\llbracket (H, U, \pi) \rrbracket = \pi \cdot \llbracket H \rrbracket_F : \mu G \leftarrow \mu F
\]

where in the right hand side expression the functor \( U \) is hidden in the codomain of the concrete functor \( H : \langle C^F, \ast, \text{id}_F \rangle \leftarrow \langle C^G, \ast, \text{id}_G \rangle \). We call \( \llbracket \cdot \rrbracket : \text{Mor} C \leftarrow \text{Mor} \text{AT}_C \) the semantics of algebraic transducers. Notice that \( \llbracket \cdot \rrbracket \) depends on the choice of the initial algebras of the functors in \( \text{Ob} \text{AT}_C \). In [Definition 5.3.1.1] we demanded only the existence of initial algebras. From [Lemma 4.1.1.2] we know that initial algebras are uniquely determined up to algebra isomorphism, thus we may choose an initial algebra out of every isomorphism class.

#### 5.3.3.2 Example (algebraic transducer).

Let \( C \) be a bicartesian category. Let \( F = 1 + \text{id} \times \text{id} : C \leftarrow C \) and \( G = 1 + \text{id} + \text{id} : C \leftarrow C \) be functors which have initial algebras, where \( \text{in}_G = \langle N, A, B \rangle : \mu G \leftarrow G(\mu G) \). For every \( C \in \text{Ob} C \) and every \([\phi_1, \phi_2, \phi_3] : C \leftarrow GC\) we define

\[
H[\phi_1, \phi_2, \phi_3] = \llbracket (\phi_1, \phi_1), (\phi_2 \cdot \pi_2 \cdot \pi_1, \phi_3 \cdot \pi_1 \cdot \pi_2) \rrbracket
\]

which obviously satisfies \( H[\phi_1, \phi_2, \phi_3] : C \times C \leftarrow F(C \times C) \). We use [Lemma 5.1.1.2] to prove that \( H \) can be uniquely extended to a concrete functor:

\[
H : \langle C^F, \ast, \text{id}_F \rangle \leftarrow \langle C^G, \prod^2, \ast \rangle.
\]

More precisely we show that for every \( \varphi = [\varphi_1, \varphi_2, \varphi_3], \varphi' = [\varphi'_1, \varphi'_2, \varphi'_3] \in \text{Ob}(C^G) \) and every \( f : [\varphi]^G \leftarrow C \cdot [\varphi']^G \) the condition

\[
\varphi \cdot Gf = f \cdot \varphi',
\]

\[
H \varphi \cdot F(f \times f) = (f \times f) \cdot H \varphi'
\]

(**)
The initial algebra approach is satisfied: With the definition of \( G \) the precondition of (\( \ast \)) can be restated as \( \varphi \cdot (id_1 + f + f) = f \cdot \varphi', \) i.e.

\[
\varphi_1 = f \varphi'_1 \quad \varphi_2 \cdot f = f \cdot \varphi'_2 \quad \varphi_3 \cdot f = f \cdot \varphi'_3.
\]

Using this we calculate

\[
\langle \varphi_1, \varphi_1 \rangle = \langle f \cdot \varphi'_1, f \cdot \varphi'_1 \rangle = (f \times f) \cdot \langle \varphi'_1, \varphi'_1 \rangle
\]

where we used the fusion (i) law (Table 4.6). Moreover we calculate:

\[
\langle \varphi_2 \cdot f \cdot \pi_2 \cdot \pi_1, \varphi_3 \cdot f \cdot \pi_1 \cdot \pi_2 \rangle \cdot ((f \times f) \times (f \times f))
\]

\[
= \{ \text{fusion (Table 4.4) and four times cancelation (Table 4.6)} \}
\]

\[
\langle f \cdot \varphi'_2 \cdot f \cdot \pi_2 \cdot \pi_1, f \cdot \varphi'_3 \cdot f \cdot \pi_1 \cdot \pi_2 \rangle
\]

\[
= \{ \text{precondition of (\( \ast \))} \}
\]

\[
(f \times f) \cdot \langle \varphi'_2 \cdot f \cdot \pi_2 \cdot \pi_1, \varphi'_3 \cdot f \cdot \pi_1 \cdot \pi_2 \rangle.
\]

Using the fusion (i) law (Table 4.7) we get

\[
\langle \langle \varphi_1, \varphi_1 \rangle, \langle \varphi_2 \cdot f \cdot \pi_2 \cdot \pi_1, \varphi_3 \cdot f \cdot \pi_1 \cdot \pi_2 \rangle \rangle \cdot (id_1 + ((f \times f) \times (f \times f)))
\]

\[
= (f \times f) \cdot [\langle \varphi'_1, \varphi'_1 \rangle, \langle \varphi'_2 \cdot f \cdot \pi_2 \cdot \pi_1, \varphi'_3 \cdot f \cdot \pi_1 \cdot \pi_2 \rangle]
\]

which is nothing else than the conclusion of (\( \ast \)). Thus we have

\[
H : (C^F, \cdot |^F) \leftarrow (C^G, \cdot |^G)
\]

by means of Lemma 5.1.1.2. Obviously we have a natural transformation \( \pi_1 : Id \leftarrow Id \times Id. \)

Finally we obtain that

\[
(H, Id \times Id, \pi_1) : G \leftarrow F
\]

is an algebraic transducer over \( C. \)

5.3.3.3 Theorem (semantics functor). Let \( C \) be a category. The semantics of algebraic transducers over \( C \) is a functor

\[
[\cdot] : C \leftarrow \text{AT}_C
\]

and thus in particular (compare Theorem 5.2.2.2 and Theorem 3.3.1.2):

\[
\frac{F_3 : (H_2, U_2, \pi_2) \cdot F_2 : (H_1, U_1, \pi_1) \cdot F_1}{[(H_2, U_2, \pi_2)] \cdot [(H_1, U_1, \pi_1)] = [(H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 \cdot \pi_2)].}
\]
Proof. \([\cdot]\) satisfies the typing axiom by construction where \(\forall F \in \text{Ob} \, \text{AT}_C. \, [F] = \mu F\).

In order to prove the other functor axioms, we use the functor \(\text{M}\) from \[\text{Theorem 5.2.2.2}\] to express the function \([\cdot]\): For every \(H : (C^F, \cdot)[^F] \leftarrow (C^G, U \cdot \cdot)[^G]\), every faithful \(U : C \leftarrow C\) and every \(\pi : \text{Id} \leftarrow U\) we know that \([(H|_U, \pi)] \in \text{AT}_C(G, F)\), and we obtain:

\[\[(H|_U, \pi)] = \pi \cdot \((H|\text{in}_C)_F = \pi \cdot M_H.\]

Thus \([(\text{Id}, \text{Id}, \text{id})] = \text{id} \cdot M\text{id} = \text{id}\) and hence \([\cdot]\) satisfies the identity axiom. Finally we show the multiplicativity axiom: For

\[F_3 \leftarrow (|H_2|, U_2, \pi_2) \quad F_2 \leftarrow (|H_1|, U_1, \pi_1) \quad F_1\]

we have \[\text{Definition 5.3.1.1}\] and \[\text{Note 4.2.1.7}\]

\[
H_1 = ((C^{F_1}, \cdot)[^F_1], |H_1|, (C^{F_2}, U_1 \cdot \cdot)[^F_2]),
H_2 = ((C^{F_2}, \cdot)[^F_2], |H_2|, (C^{F_3}, U_2 \cdot \cdot)[^F_3])
\]

and calculate

\[
\[(|H_2|, U_2, \pi_2) \cdot (|H_1|, U_1, \pi_1)]
\]

\[
\{ \text{Definition 5.3.1.1} \}
\]

\[
\[(|H_1| \cdot |H_2|, U_1 \cdot U_2, \pi_1 \cdot \pi_2)]
\]

\[
\{ \text{Definition and Lemma 4.2.1.8} \, \text{(|U, H_2| = |H_2| and |\cdot| is a functor} \}
\]

\[
\[(|H_1 \cdot U_1, H_2|, U_1 \cdot U_2, \pi_1 \cdot \pi_2)]
\]

\[
\{ \text{see above} \}
\]

\[
(\pi_1 \cdot \pi_2) \cdot M(H_1 \cdot U_1, H_2)
\]

\[
\{ \text{M is a contravariant functor (short cut fusion)} \}
\]

\[
(\pi_1 \cdot \pi_2) \cdot M(U_1, H_2) \cdot M H_1
\]

\[
\{ \text{Definition and Lemma 4.1.3.7 of } * \, \text{and Lemma 5.2.2.3} \}
\]

\[
\pi_1 \cdot U_1 \pi_2 \cdot U_1 (M H_2) \cdot M H_1
\]

\[
\{ \text{U_1 is a functor} \}
\]

\[
\pi_1 \cdot U_1 (\pi_2 \cdot M H_2) \cdot M H_1
\]

\[
\{ \pi_1 : \text{Id} \leftarrow U_1 \}
\]

\[
\pi_2 \cdot M H_2 \cdot \pi_1 \cdot M H_1
\]

\[
\{ \text{see above} \}
\]

\[
\[(|H_2|, U_2, \pi_2)] \cdot [(|H_1|, U_1, \pi_1)]
\]

\[\blacksquare\]
5.3.4 Algebraic transducer homomorphisms

In this subsection we lift the notion of homomorphisms between tree automata (cf. Definition 6.1 of [GS84]) to the abstract level of algebraic transducers. Then we can prove that homomorphic algebraic transducers have equal semantics and that isomorphism is a congruence w.r.t. to fusion, i.e. the composition of algebraic transducers.

5.3.4.1 Definition (algebraic transducer homomorphism).
(cf. Definition 3.2.2.5) Let $C$ be a category and $\mathbb{A} = (H, U, \pi) : G \leftarrow F$ and $\mathbb{A}' = (H', U', \pi') : G \leftarrow F$ algebraic transducers over $C$. A natural transformation

(i) $\eta : U \rightarrow U'$ such that

(ii) $\exists \tilde{\eta} : H \rightarrow H'$ with $|\tilde{\eta}|^F = \eta \cdot |\cdot|_F$ and

(iii) $\pi \cdot \eta = \pi'$

is called a algebraic transducer homomorphism to $\mathbb{A}$ from $\mathbb{A}'$ and we write:

$\eta : \mathbb{A} \leftarrow \mathbb{A}'$.

If $\eta$ is a natural isomorphism, then we call it a algebraic transducer isomorphism. If an algebraic transducer isomorphism to $\mathbb{A}$ from $\mathbb{A}'$ exists, then we call $\mathbb{A}$ and $\mathbb{A}'$ isomorphic and write $\mathbb{A} \cong \mathbb{A}'$.

The condition (ii) from Definition 5.3.4.1 seems to be peculiar. The following Lemma 5.3.4.2 shows an equivalent statement which is closer to Definition 3.2.2.5 (ii):

5.3.4.2 Lemma. Let $C$ be a category, $F, G, U : C \leftarrow C$ endofunctors where $U$ is faithful, and let $H, H' : (C^F, |\cdot|^F) \leftarrow (C^G, U \cdot |\cdot|^G)$ be concrete functors.

(i) If there exists a natural transformation $\tilde{\eta} : H \rightarrow H'$ with $|\tilde{\eta}|^F = \eta \cdot |\cdot|_F$ then it is uniquely determined by $\forall \varphi \in \text{Ob}(C^G). \tilde{\eta}_\varphi = (H\varphi, \eta|_{\varphi \downarrow \varphi}, H'\varphi)$ and

(ii) for $\tilde{\eta}$ given by $\forall \varphi \in \text{Ob}(C^G). \tilde{\eta}_\varphi = (H\varphi, \eta|_{\varphi \downarrow \varphi}, H'\varphi)$, we have that

$\tilde{\eta} : H \rightarrow H' \iff \forall \varphi \in \text{Ob}(C^G). \eta \cdot H'\varphi = H\varphi \cdot F\eta$.

Proof. Let $\varphi, \psi \in \text{Ob}(C^G)$.

(i) From the definition of $|\cdot|^F$ on morphisms and the preconditions we obtain $|H\varphi, \eta|_{\varphi \downarrow \varphi}, H'\varphi)|^F = \eta|_{\varphi \downarrow \varphi})^F$. Since $|\cdot|^F$ is faithful, its restriction to $C^F(H\varphi, H'\varphi)$ is injective and we have $(H\varphi, \eta|_{\varphi \downarrow \varphi}, H'\varphi) = \tilde{\eta}_\varphi$. 
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(ii) $\Rightarrow$:

$\tilde{\eta} : H \leftarrow H'$

$\implies$ { Definition 4.1.3.1 }

$\tilde{\eta}_\varphi : H\varphi \leftarrow G H'\varphi$

$\iff$ { Definition 4.1.7.1 }

$|\tilde{\eta}_\varphi|^F \cdot H'\varphi = H\varphi \cdot F|\tilde{\eta}_\varphi|^F$

$\iff$ { Definition 4.1.3.4 and definition of $\tilde{\eta}$ }

$\eta \cdot H'\varphi = H\varphi \cdot F\eta$.

$\Leftarrow$: The last two steps in the above derivation are in fact equivalences, thus we have a transformation $\tilde{\eta} : H \leftarrow H'$ and have to show that it is natural:

$\eta : U \leftarrow U'$

$\implies$ { naturalness of $\eta$ }

$U|f|_G \cdot \eta|\varphi|_G = \eta|\varphi|_G \cdot U|f|_G$

$\implies$ { concreteness of $H$ and $H'$ and definition of $\tilde{\eta}$ }

$|Hf|^F \cdot |\tilde{\eta}_\varphi|^F = |\tilde{\eta}_\varphi|^F \cdot |H'f|^F$

$\implies$ { $|\cdot|^F$ is faithful }

$Hf \cdot \tilde{\eta}_\varphi = \tilde{\eta}_\varphi \cdot H'f$

$\implies$ { the latter is true for every $\varphi$ and $\psi$ }

$\tilde{\eta} : H \leftarrow H'$.

### 5.3.4.3 Lemma.

Let $C$ be a category and $(H, U, \pi), (H, U, \pi) : G \leftarrow F$ be algebraic transducers over $C$. Then:

$$
\forall \varphi \in \text{Ob}(C^G). \langle[H\varphi]\rangle_F = \eta \cdot \langle[H'\varphi]\rangle_F.
$$

**Proof.**

$$
\langle[H\varphi]\rangle_F = \{ \text{fusion (Table 4.8) with } |\tilde{\eta}_\varphi|^F \cdot H'\varphi = H\varphi \cdot F|\tilde{\eta}_\varphi|^F \}
$$

$$
|\tilde{\eta}_\varphi|^F \cdot \langle[H'\varphi]\rangle_F = \{ \text{Definition 5.3.4.1 (ii) } \}
$$

$$
\eta|\varphi|_G \cdot \langle[H'\varphi]\rangle_F = \{ \text{Definition 4.1.3.4 } \}
$$

$$
\eta \cdot \langle[H'\varphi]\rangle_F.
$$
5.3.4.4 Theorem (hom. preserve semantics of algebraic transducers).

(cf. Lemma 3.2.2.6) Let \( C \) be a category and \( A, A' : G \leftarrow F \) algebraic transducers over \( C \). Then:

\[
\exists \eta : A \leftarrow A'
\]
\[
[A] = [A']
\]

**Proof.** Let \( A = (H, U, \pi) \) and \( A' = (H', U', \pi') \) and \( \eta : A \leftarrow A' \) be an algebraic transducer homomorphism. We calculate:

\[
\begin{align*}
[A] &= \{ \text{Definition 5.3.3.1} \} \\
\pi \cdot (\text{H}inin_G)_F &= \{ \text{Lemma 5.3.4.3} \} \\
\pi \cdot \eta \cdot (\text{H}inin_G)_F &= \{ \text{Definition 5.3.4.1} \} \\
\pi' \cdot (\text{H}inin_G)_F &= \{ \text{Definition 5.3.3.1} \} \\
[A'] = &\]

5.3.4.5 Theorem (vertical composition of algebraic transducer hom.). Let \( C \) be a category and

\[
\begin{array}{ccc}
F_3 & A_2 = (H_2, U_2, \pi_2), & A'_2 = (H'_2, U'_2, \pi'_2) \\
F_2 & A_1 = (H_1, U_1, \pi_1), & A'_1 = (H'_1, U'_1, \pi'_1) \\
F_1 &
\end{array}
\]

be algebraic transducers over \( C \). Then:

\[
\begin{array}{ccc}
A_2 & \xrightarrow{\eta_2} & A'_2 \\
A_1 & \xleftarrow{\eta_1} & A'_1 \\
A_2 \cdot A_1 & \xleftarrow{\eta_1 \circ \eta_2} & A'_2 \cdot A'_1
\end{array}
\]

**Proof.** We have to show that the vertical composition \( \eta_1 \circ \eta_2 \) of \( \eta_1 \) and \( \eta_2 \) is an algebraic transducer homomorphism to \( A_2 \cdot A_1 = (H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 \circ \pi_2) \) from \( A'_2 \cdot A'_1 = (H'_1 \cdot H'_2, U'_1 \cdot U'_2, \pi'_1 \circ \pi'_2) \). according to Definition 5.3.4.1

(i) Obviously, we have \( \eta_1 \circ \eta_2 : U_1 \cdot U_2 \leftarrow U'_1 \cdot U'_2 \).

(ii) We set \( \tilde{\eta}_1 \circ \tilde{\eta}_2 = \tilde{\eta}_1 \circ \tilde{\eta}_2 \) then we have \( \tilde{\eta}_1 \circ \tilde{\eta}_2 : H_1 \cdot H_2 \leftarrow H'_1 \cdot H'_2 \). It remains to show that \( [\tilde{\eta}_1 \circ \tilde{\eta}_2]_{F_1} = (\tilde{\eta}_1 \circ \tilde{\eta}_2) |_{F_3} \) holds: For every \( C \)-endofunctor \( F \) we use the abbreviation \( F \) for the identical natural transformation from the forgetful functor \( | \cdot | F \) to
itself, i.e. $\bar{F} = \text{id}_{\bullet} : \bullet \rightarrow \bullet$. Notice that from Definition and Lemma 4.1.3.7 for every algebraic transducer homomorphism between algebraic transducers in $\text{AT}_{C}(G, F)$ we have $\bar{F} \ast \bar{\eta} = |\eta|^F$ and $\eta_{\|c} = \eta \ast \bar{G}$. Thus we have got $\bar{F}_1 \ast \bar{\eta}_1 = \eta_1 \ast \bar{F}_2$ and $\bar{F}_2 \ast \bar{\eta}_2 = \eta_2 \ast \bar{F}_3$ and we have to show $\bar{F}_1 \ast \bar{\eta}_1 \ast \bar{\eta}_2 = \eta_1 \ast \eta_2 \ast \bar{F}_3$ which now is a straightforward calculation (using the associativity of $\ast$ according to Lemma 4.1.3.9): $\bar{F}_1 \ast \bar{\eta}_1 \ast \bar{\eta}_2 = \bar{F}_1 \ast \bar{\eta}_1 \ast \bar{\eta}_2 = \eta_1 \ast \bar{F}_2 \ast \bar{\eta}_2 = \eta_1 \ast \eta_2 \ast \bar{F}_3$.

(iii) With Lemma 4.1.3.8 we have $(\eta_1 \ast \eta_2) = (\eta_1 \ast \eta_2)$ which is easy to see with Lemma 4.1.3.8 and the obvious fact that $\text{id} \ast \text{id} = \text{id}$.

5.3.4.6 Corollary (isomorphism is a congruence w.r.t. fusion). With the preconditions from Theorem 5.3.4.5 we have $\eta : A_2 \rightarrow A'_2 \cong A_1 \cong A'_1$.

$\eta_2 \cdot \eta_1 \cong \eta'_2 \cdot \eta'_1$.

Proof. We just have to show that the vertical composition of natural transformations $\ast$ preserves isomorphisms, which is easy to see with Lemma 4.1.3.8 and the obvious fact that $\text{id} \ast \text{id} = \text{id}$.

5.3.5 Top-down algebraic transducers

The concept of algebraic transducer is very general. Now we will define a subclass of so called top-down algebraic transducers, which will be our model for top-down tree transducers in category theory. We derive a respective composition result for top-down algebraic transducers.

5.3.5.1 Definition (top-down algebraic transducer). Let $C$ be a category which has finite products and finite coproducts. An algebraic transducer $(H, U, \pi) \in \text{AT}_{C}(G, F)$ is called a top-down algebraic transducer over $C$ provided that

(i) $F$ and $G$ are bicartesian,

(ii) $U$ is cartesian, and

(iii) $\pi$ is one of the projections of the product $U$.

Notice that it is part of the definition of the (top-down) algebraic transducer that $F$ and $G$ have initial algebras.

5.3.5.2 Theorem (composition of top-down algebraic transducers). Let $C$ be a category which has finite products and finite coproducts. The class of all top-down algebraic transducers over $C$ is a subcategory of $\text{AT}_{C}$ which we will denote by $\text{td}-\text{AT}_{C}$.
According to Definition 4.1.2.4 it suffices to show that $td - AT_C$ contains the identities and is closed under composition. Obviously, the identical algebraic transducer $(\text{id}, \text{id}, \text{id})$ is a top-down algebraic transducer. Let $(H, U, \pi_1) : F_3 \leftarrow F_2$ and $(H', U', \pi'_1) : F_2 \leftarrow F_1$ be top-down algebraic transducers. By Definition 5.3.5.1 there exist finite products

$$(\pi_i : \text{id} \leftarrow U)_{i \in I} \quad \text{and} \quad (\pi'_j : \text{id} \leftarrow U')_{j \in J}$$

where $I$ and $J$ are some finite sets with $1 \in I \cap J$. In order to show that

$$(H, U, \pi_1) \cdot (H', U', \pi'_1) = (H' \cdot H, U' \cdot U, \pi'_1 \cdot \pi_1) : F_3 \leftarrow F_1$$

is a top-down algebraic transducer it is sufficient to show that

$$(\pi'_j \cdot \pi_i : \text{id} \leftarrow U' \cdot U)_{(i,j) \in I \times J}$$

is a finite product. We define for every $U'' : C \leftarrow C$ and every $\tau_{ij} : \text{id} \leftarrow U''$ the pairing

$$(\tau_{ij})_{(i,j) \in I \times J} = (\{\tau_{ij}\}_{i \in I})_{j \in J}$$

and verify the UP (Table 4.4). Let $\sigma : \text{id} \leftarrow U''$ such that

$$(\forall (i,j) \in I \times J. (\pi'_j \cdot \pi_i) \cdot \sigma = \tau_{ij}) \Rightarrow (\forall (i,j) \in I \times J. \sigma = (\tau_{ij})_{i \in I \times J})$$

With this we continue:

$$(\forall (i,j) \in I \times J. (\pi'_j \cdot \pi_i) \cdot \sigma = \tau_{ij})$$

$\Leftrightarrow$ (see above)

$$\forall (i,j) \in I \times J. \pi_i \cdot \pi'_j \cdot \sigma = \tau_{ij}$$

$\Leftrightarrow$ (UP (Table 4.4) for the product $U$)

$$\forall j \in J. \pi'_j \cdot \sigma = (\tau_{ij})_{i \in I}$$

$\Leftrightarrow$ (UP (Table 4.4) for the product $U'$)

$$\sigma = (\{\tau_{ij}\}_{i \in I})_{j \in J} = (\tau_{ij})_{(i,j) \in I \times J}.$$
5.3.5.3 Lemma. Let $\mathcal{C}$ be a category. The class $\text{Ob} \text{td-AT}_\mathcal{C}$ is an $\cong$-block in $\text{Ob AT}_\mathcal{C}$, i.e. a disjoint union of algebraic transducer isomorphism classes.

Proof. Let $\mathcal{A} = (H, U, \pi)$ and $\mathcal{A}' = (H', U', \pi')$ be algebraic transducers over $\mathcal{C}$ with $\mathcal{A} \cong \mathcal{A}'$. We have to show: if $\mathcal{A}$ is a top-down algebraic transducer then $\mathcal{A}'$ is also a top-down algebraic transducer. Using Definition 5.3.4.1 and Definition 5.3.5.1 this is obvious, because we have a natural isomorphism $\eta : U \leftrightarrow U'$ with $\pi \cdot \eta = \pi'$.

5.3.5.4 Definition. We define the following class:

$$\text{TOP}_{\text{AT}} = \{ [[\mathcal{A}] \mid \mathcal{A} \in \text{Mor} \text{td-AT}_\text{Set}} \},$$

which the reader should compare with TOP from Definition 3.2.2.3.

5.4 Relating top-down tree transducers and algebraic transducers

In this section we describe a translation (Lemma 5.4.2.9) of a top-down tree transducer into a top-down algebraic transducer.

5.4.1 Category of forests

5.4.1.1 Definition (forest). Let $\Sigma$ be a ranked alphabet. A $\Sigma$-forest is a tuple of $\Sigma$-trees, i.e. an element of $(T_\Sigma \emptyset)^*$. 

Now we will give the set of $\Sigma$-forests the structure of a category, by defining an appropriate composition. The following construction can also be found in [GTWW77] on page 74 (footnote 10) where functions are used instead of tuples. It is also possible to generalize this construction, which is then known as a Kleisli category (Definition 4.4.4.8).

5.4.1.2 Definition (category of forests). Let $\Sigma$ be a ranked alphabet. We define the category $\mathcal{T}_\Sigma$ by

$$\text{Ob } \mathcal{T}_\Sigma = \mathbb{N}_0,$$

$$\mathcal{T}_\Sigma(m, n) = (T_\Sigma X_n)^m$$

where $\forall l, m, n \in \text{Ob } \mathcal{T}_\Sigma. \forall f = (f_i)_{i=1}^l \in \mathcal{T}_\Sigma(l, m). \forall g = (g_j)_{j=1}^m \in \mathcal{T}_\Sigma(m, n).$

$$f \cdot g = ([g_j/x_j]_{j=1}^m f_i)_{i=1}^l$$

and $\forall n \in \text{Ob } \mathcal{T}_\Sigma.$

$$id_n = (x_i)_{i=1}^n.$$

Notice that $\mathcal{T}_\Sigma$ is actually a pre-category, which we view as a category according to Note 4.1.1.4.
5.4.1.3 Lemma (finite products in the category of forests). Let $\Sigma$ be a ranked alphabet. The category $T_\Sigma$ has finite products.

**Proof.** To simplify the notation we will only give the proof for a binary product. This may be generalized straightforwardly for arbitrary finite products. It is obvious that $0 \in \text{Ob } T_\Sigma$ is a final object. Let $m, n \in \text{Ob } T_\Sigma$. We define

$$m \times n = m + n \quad \text{where } + \text{ is the usual sum of natural numbers},$$

$$\pi_1 = (x_1, \ldots, x_m),$$

$$\pi_2 = (x_{m+1}, \ldots, x_{m+n})$$

and $\forall l \in \text{Ob } T_\Sigma. \forall f = (f_i)_{i=1}^m \in T_\Sigma(m, l). \forall g = (g_j)_{j=1}^n \in T_\Sigma(n, l).$

$$(f, g) = (f_1, \ldots, f_m, g_1, \ldots, g_n)$$

and can easily verify the UP of the product (Table 4.4).

5.4.1.4 Note. The pairing of the product in $T_\Sigma$ from Lemma 5.4.1.3 is associative, because it is defined by the concatenation of tuples. Thus for the product functor in $T_\Sigma$ the following holds for every $m, n \in \mathbb{N}_0$: $\prod_{i=1}^m : \prod_{j=1}^n = \prod_{i=1}^{m+n}$. This is not true in general: The pairing of the product in $\text{Set}$ from Lemma 4.1.5.2 is not associative, because it is defined by tupling and successive tupling is not associative. However it is associative up to isomorphism.

5.4.1.5 Lemma (embedding of the category of forests). Let $\Sigma$ be a ranked alphabet. The function $E : \text{Mor } \text{Set} \hookrightarrow \text{Mor } T_\Sigma$ defined by

$$\forall m, n \in \text{Ob } T_\Sigma. \forall f = (f_i)_{i=1}^m \in T_\Sigma(m, n). \forall t = (t_1, \ldots, t_n) \in (T_\Sigma \emptyset)^n.$$

$$Ef = ([t_j/x_j]_{j=1}^n f_i)_{i=1}^m$$

is an embedding functor

$$E : \text{Set} \hookrightarrow T_\Sigma$$

which preserves finite products.

**Proof.** Note that, for every $l \in \text{Ob } T_\Sigma$ we have $E l = T_\Sigma l$. We have to prove three statements:

(i) $E$ is a functor. The composition in $T_\Sigma$ (cf. Definition 5.4.1.2) and the function $E$ are both defined by means of a substitution operator. Using these definitions it is a straightforward calculation to show that $E$ is a functor.

(ii) The functor $E$ is an embedding. Let $f, g \in T_\Sigma(m, n)$. Then $Ef = Eg \implies f = Ef(x_i)_{i=1}^n = Eg(x_i)_{i=1}^n = g$
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(iii) The functor \( E \) preserves products, \( i.e. \) it maps products onto products. From the definition of \( E \) we get that \( \forall n \in \text{Ob} \ T_\Sigma = \mathbb{N}_0, \ E n = (T_\Sigma \emptyset)^n \) and thus \( \forall (m_i)_{i=1}^n \in \text{Ob} \ T_\Sigma^n, \ E(\prod_{i=1}^n m_i) = E(\sum_{i=1}^n m_i) = (T_\Sigma \emptyset)^{\sum_{i=1}^n m_i} = \prod_{i=1}^n (T_\Sigma \emptyset)^{m_i}. \)

5.4.1.6 Note. Let \( \Sigma \) be a ranked alphabet.

(i) In order to avoid unnecessary notation, we will assume that the above embedding \( E : \text{Set} \hookrightarrow T_\Sigma \)

is an inclusion, or in other words, we identify a morphism \( f \in \text{Mor} \ T_\Sigma \) \( i.e. \) a \( \Sigma \)-forest with the set function \( E f \). Notice that this means that we have to identify an object \( n \in \text{Ob} \ T_\Sigma \) with the set \( (T_\Sigma \emptyset)^n \), which is not a problem, since in category theory objects are only indexes for the identities.

(ii) To make our notation even simpler, we will identify a symbol \( \sigma \in \Sigma \) with the set function \( E(\sigma(x_1, \ldots, x_{\text{rank}_{\Sigma} \sigma})) \) \( (\text{see Definition 2.2.1.2}) \). Consider \( \Sigma = \{\sigma^{(2)}, \alpha^{(0)}\} \). We identify the forest \( (\sigma(\alpha, x_1), \alpha, \sigma(\alpha, x_2, \alpha)) \) \( (T_\Sigma X_2)^3 \) with a set function that we may write \( \langle \sigma \cdot \langle \alpha \cdot !, \pi_1 \rangle, \alpha \cdot !, \sigma \cdot \langle \sigma, \alpha \cdot ! \rangle \rangle : (T_\Sigma \emptyset)^3 \hookrightarrow (T_\Sigma \emptyset)^2 \).

5.4.1.7 Note. Let \( \Sigma \) and \( \Sigma' \) be ranked alphabets with \( \Sigma \subseteq \Sigma' \) such that for every \( \sigma \in \Sigma \) the equality \( \text{rank}_{\Sigma'} \sigma = \text{rank}_{\Sigma} \sigma \) holds. Since for every \( n \in \mathbb{N}_0 \) : \( T_{\Sigma'} X_n \subseteq T_{\Sigma} X_n \)

we obviously have an embedding \( T_{\Sigma'} \hookrightarrow T_{\Sigma}. \)

We will identify this embedding with the inclusion.

5.4.2 Relating the semantics of top-down tree transducers and top-down algebraic transducers

5.4.2.1 Example (motivating example for relation). To motivate the description of the semantics of top-down tree transducers as algebraic transducers over \( \text{Set} \), consider the top-down tree transducer \( T_{\text{zigzag}} \) from \( \text{Example 3.1.1.2} \). We view the rules of \( R \) as equations in the category \( T_{Q \cup \Sigma \cup \Delta} \) which is embedded into \( \text{Set} \) by \( E \):

\[
E(\text{zig } x_1) \cdot E(\alpha) = E(N), \\
E(\text{zag } x_1) \cdot E(\alpha) = E(N), \\
E(\text{zag } x_1) \cdot E(\sigma(x_1, x_2)) = E(A x_1) \cdot E(\text{zag } x_1), \\
E(\text{zag } x_1) \cdot E(\sigma(x_1, x_2)) = E(B x_1) \cdot E(\text{zig } x_2).
\]

If we identify forests with set functions according to [Note 5.4.1.6] (i), we may describe the rules of \( R \) as a system of equations in the category \( \text{Set} \) just by omitting the \( E \). Our
aim is to find solutions for zig and zag that suffice the above equations. First, let us simplify the notation according to Note 5.1.1.6 (ii):

\[
\begin{align*}
\text{zig} \cdot \alpha &= N, \\
\text{zag} \cdot \alpha &= N, \\
\text{zig} \cdot \sigma &= A \cdot \text{zag} \cdot \pi_1, \\
\text{zag} \cdot \sigma &= B \cdot \text{zig} \cdot \pi_2.
\end{align*}
\]

We use pairing to collect all the states:

\[
\langle \text{zig} \cdot \alpha, \text{zag} \cdot \alpha \rangle = \langle N, N \rangle,
\]

\[
\langle \text{zig} \cdot \sigma, \text{zag} \cdot \sigma \rangle = \langle A \cdot \text{zag} \cdot \pi_1, B \cdot \text{zig} \cdot \pi_2 \rangle.
\]

On the left hand side we use the fusion law for the product (Table 4.4) and on the right hand side the fusion (i) law for product functors (Table 4.7) and cancelation law for products (Table 4.4) and obtain

\[
\langle \text{zig}, \text{zag} \rangle \cdot \alpha = \langle N, N \rangle \cdot id_1,
\]

\[
\langle \text{zig}, \text{zag} \rangle \cdot \sigma = \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \cdot (\langle \text{zig}, \text{zag} \rangle \times \langle \text{zig}, \text{zag} \rangle).
\]

We use copairing to collect all input symbols:

\[
\langle \text{zig}, \text{zag} \rangle \cdot \alpha, \langle \text{zig}, \text{zag} \rangle \cdot \sigma
\]

\[
= \langle \langle N, N \rangle \cdot id_1, \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \cdot (\langle \text{zig}, \text{zag} \rangle \times \langle \text{zig}, \text{zag} \rangle) \rangle.
\]

To the left hand side we apply the fusion law for coproducts (Table 4.5) and to the right hand side we apply the fusion (i) law for coproduct functors (Table 4.7) and obtain

\[
\langle \text{zig}, \text{zag} \rangle \cdot [\alpha, \sigma] = \langle \langle N, N \rangle, \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \rangle \cdot (id_1 + \langle \text{zig}, \text{zag} \rangle \times \langle \text{zig}, \text{zag} \rangle).
\]

Since the functor \( F = 1 + \text{ld} \times \text{ld} : \text{Set} \leftarrow \text{Set} \) has the least fixed point \( \mu F = T_{\mathcal{S}} \emptyset \) where the initial \( F \)-algebra is \( [\alpha, \sigma] = \text{in}_F : \mu F \leftarrow F(\mu F) \), we can write

\[
\langle \text{zig}, \text{zag} \rangle \cdot \text{in}_F = \langle \langle N, N \rangle, \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \rangle \cdot F(\langle \text{zig}, \text{zag} \rangle)
\]

Due to the UP of the catamorphism (Table 4.8), the above is equivalent to

\[
\langle \text{zig}, \text{zag} \rangle = \langle \langle \langle N, N \rangle, \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \rangle \rangle_F.
\]

Notice that we found a unique solution for \( \text{zig} \) and for \( \text{zag} \), respectively. Using the functor \( G = 1 + \text{ld} + \text{ld} \) with \( \text{in}_G = [N, A, B] \), we may write

\[
\text{zig} = \pi_1 \cdot \langle \langle \langle N, N \rangle, \langle A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2 \rangle \rangle \rangle_F
\]

\[
= \pi_1 \cdot \langle \text{Hin}_G \rangle_F \quad \text{where} \quad \text{H}([\varphi_1, \varphi_2, \varphi_3] = \langle [\varphi_1, \varphi_1], \langle \varphi_2 \cdot \pi_2 \cdot \pi_1, \varphi_3 \cdot \pi_1 \cdot \pi_2 \rangle \rangle)
\]
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With Example 5.3.3.2 we get that
\[
\mathcal{A}_{\text{zigzag}} = (H, \text{Id} \times \text{Id}, \pi_1) : G \leftarrow F
\]
is an algebraic transducer over Set with
\[
\text{zig} = \pi_1 \cdot [\text{Hin}_G]_F = [[(H, \text{Id} \times \text{Id}, \pi_1)].
\]
It is worth mentioning that the fact that \(H\) is a certain concrete functor is important in Theorem 5.3.3.3 because it is a precondition for the functorial acid rain theorem (Theorem 5.2.2.2).

5.4.2.2 Example (top-down algebraic transducer). The algebraic transducer \(\mathcal{A}_{\text{zigzag}} = (H, \text{Id} \times \text{Id}, \pi_1)\) from the Example 5.4.2.1 is a top-down algebraic transducer over Set. With the notations from the Example 5.4.2.1 we can show how a top-down algebraic transducer operates: for every \(f : (T_2^0)^2 \leftarrow (T_2^0)^0\):

\[
([\mathcal{A}_{\text{zigzag}}] \cdot \sigma \cdot f = \pi_1 \cdot [(\text{Hin}_G]_F \cdot \text{in}_F \cdot \nu_2 \cdot f = \{ \text{UP (Table 4.8)} \}
\]
\[
= \pi_1 \cdot \text{Hin}_G \cdot F[(\text{Hin}_G]_F \cdot \nu_2 \cdot f = \{ \text{definition of H and F and cancelation for coproduct functors (Table 4.7)} \}
\]
\[
= \pi_1 \cdot [(N, N), (A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2)] \cdot \nu_2 \cdot ([(\text{Hin}_G]_F \times [(\text{Hin}_G]_F) \cdot f = \{ \text{cancelation (Table 4.5 and Table 4.4)} \}
\]
\[
= A \cdot \pi_2 \cdot \pi_1 \cdot [(\text{Hin}_G]_F \times [(\text{Hin}_G]_F) \cdot f = \{ \text{cancelation (Table 4.6)} \}
\]
\[
= A \cdot \pi_2 \cdot [(\text{Hin}_G]_F \cdot \pi_1 \cdot f = A \cdot \cdot ([(H, \text{Id} \times \text{Id}, \pi_2)] \cdot \pi_1 \cdot f.
\]

5.4.2.3 Note (motivation for relation). We want to generalize the construction from Example 5.4.2.1. Let \(T \in \text{tdtt}(\Delta, \Sigma)\) be a top-down tree transducer and \(\mathcal{A} = (H, U, \pi) : G \leftarrow F\) be a top-down algebraic transducer over Set. In Table 5.1 we list the parts of \(T\) and \(\mathcal{A}\) which correspond to each other. The following Definition 5.4.2.5 will define this correspondence formally.

5.4.2.4 Lemma (right hand side form). Let \(T = (Q, \Sigma, \Delta, q_1, R)\) be a top-down tree transducer with \(Q = \{q_1, \ldots, q_l\}\), \(r \in \mathbb{N}_0\), \(\sigma \in \Sigma^{(r)}\) and \(q \in Q\). We can write the right hand side of the rule
\[
q(\sigma(x_1, \ldots, x_r)) \rightarrow \text{rhs}_{R, \sigma} q
\]
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top-down tree transducer $T = (Q, \Sigma, \Delta, q_0, R)$

| $Q$         | $U$     |
| $\Sigma$    | $F$     |
| $\Delta$    | $G$     |
| $q_0$       | $\pi$   |
| $R$         | $\mu^G$ |

Table 5.1: Relation between the components of top-down tree and top-down algebraic transducers

of $R$ in the form (see Definition and Corollary 4.1.5.5 for the definition of $\prod'$)

$$\text{rhs}_{R,\sigma} q = \text{rhs}_{R,\sigma} q \cdot \prod_{i=1}^{r} (\langle q_i \rangle_{i=1}^{l}) \quad \text{with} \quad \text{rhs}_{R,\sigma} q \in T_{\Delta} X_{r,l}$$

where the composition is that of the category of forests and

$$\text{rhs}_{R,\sigma} q = [x_{(t-1)\cdot t+s}/q_s x_t]_{s=1}^{l} l_{t=1}^{r} (\text{rhs}_{R,\sigma} q).$$

Proof.

$$\text{rhs}_{R,\sigma} q \cdot \prod_{i=1}^{r} (\langle q_i \rangle_{i=1}^{l})$$

$$= \{ \text{Lemma 5.4.1.3} \}$$

$$\text{rhs}_{R,\sigma} q \cdot \prod_{t=1}^{r} (q_1 x_t, \ldots, q_l x_t)$$

$$= \{ \text{Lemma 5.4.1.3 and Definition and Corollary 4.1.5.5} \}$$

$$\text{rhs}_{R,\sigma} q \cdot (q_1 x_1, \ldots, q_l x_1, q_1 x_2, \ldots, q_l x_2, \ldots, q_1 x_r, \ldots, q_l x_r)$$

$$= \{ \text{Definition 5.4.1.2} \}$$

$$[q_s x_t/x_{(t-1)\cdot t+s}]_{s=1}^{l} l_{t=1}^{r} (\text{rhs}_{R,\sigma} q)$$

$$= \{ \text{definition of rhs' } \}$$

$$\text{rhs}_{R,\sigma} q.$$
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5.4.2.5 Definition (relation). Let $T = (Q, \Sigma, \Delta, q_0, R)$ be a top-down tree transducer and $A = (H, U, \pi) \in \mathcal{AT}_{\mathcal{Set}}(G, F)$ be an algebraic transducer. We call $T$ and $A$ related and write $T \approx A$

provided that

(i) $F = \coprod_{\sigma \in \Sigma} (\prod_{\sigma \in \Sigma} \# \mathrm{Id})$ and $G = \coprod_{\delta \in \Delta} (\prod_{\delta \in \Delta} \# \mathrm{Id})$ such that $i_{\mathcal{F}} = [\sigma]_{\sigma \in \Sigma}$ and $i_{\mathcal{G}} = [\delta]_{\delta \in \Delta}$,

(ii) $U$ is a product $(\mathrm{Id} \leftarrow \pi_q)_{q \in Q}$ such that $\pi_{q_0} = \pi$,

(iii) $H_{in G} = [(\langle \mathrm{rhs}_{R, \sigma} q \rangle_{q \in Q})_{\sigma \in \Sigma}].$

5.4.2.6 Example (relation). The top-down tree transducer $T_{\text{zigzag}}$ from Example 3.1.1.2 and the algebraic transducer $A_{\text{zigzag}}$ from Example 5.4.2.1 are related $T_{\text{zigzag}} \approx A_{\text{zigzag}}$. It is obvious by construction that (i) and (ii) from Definition 5.4.2.5 are satisfied. Let us have a look at (iii): From the definition of $T_{\text{zigzag}}$ in Example 3.1.1.2 and with Lemma 5.4.2.4 we obtain

$$\begin{align*}
\mathrm{rhs}_{R, \alpha} \text{ zig} &= N \\
\mathrm{rhs}_{R, \alpha} \text{ zag} &= N \\
\mathrm{rhs}_{R, \sigma} \text{ zig} &= A x_2 \\
\mathrm{rhs}_{R, \sigma} \text{ zag} &= B x_3.
\end{align*}$$

With Definition 5.4.1.2 and Lemma 5.4.1.3 we calculate:

$$\begin{align*}
A \cdot \pi_2 \cdot \pi_1 &= (A x_1) \cdot (x_2) \cdot (x_1, x_2) = A x_2, \\
B \cdot \pi_1 \cdot \pi_2 &= (B x_1) \cdot (x_1) \cdot (x_3, x_4) = B x_3
\end{align*}$$

and thus

$$H_{in G} = [(N, N), (A \cdot \pi_2 \cdot \pi_1, B \cdot \pi_1 \cdot \pi_2)] = [(\mathrm{rhs}_{R, \alpha} \text{ zig}, \mathrm{rhs}_{R, \alpha} \text{ zag}), (\mathrm{rhs}_{R, \sigma} \text{ zig}, \mathrm{rhs}_{R, \sigma} \text{ zag})].$$

Notice that we have used the same symbols for different projections: $\pi_1, \pi_2 : T_{\Delta}^0 \leftarrow (T_{\Delta}^0)^2$ and $\pi_1, \pi_2 : (T_{\Delta}^0)^2 \leftarrow (T_{\Delta}^0)^4$. We do this according to Definition 4.1.3.4 because projections are natural transformations due to Definition and Definition and Corollary 4.1.5.5.$\diamond$

5.4.2.7 Theorem (relation implies semantic equivalence). Let $A$ be a top-down algebraic transducer over $\mathcal{Set}$ and $T$ be a top-down tree transducer. If $T$ and $A$ are related, then they have equal semantics:

$$T \approx A \implies [T] = [A].$$
Proof. We use the notations from Definition 5.4.2.5 and let $Q = \{q_1, \ldots, q_l\}$ with $l \in \mathbb{N}$.

\[
(H_{\text{In}})_F = ([T]_{q_1})_{q_1 \in Q}
\iff \{ \ \text{UP (Table 4.8)} \ \}
\forall \sigma \in \Sigma, \forall q \in Q. [T]_{q} \cdot \sigma = h_{\text{In}} \cdot F([T]_{q})_{q \in Q}
\iff \{ \ \text{UP (Table 4.4 and Table 4.5)} \ \}
\forall \sigma \in \Sigma, \forall q \in Q. [T]_{q} \cdot \sigma = \pi_q \cdot H_{\text{In}} \cdot F([T]_{q})_{q \in Q} \cdot t_{\sigma}
\iff \{ \ \text{definition of $F$ in Definition 5.4.2.5, cancelation (Table 4.7)} \ \}
\forall \sigma \in \Sigma, \forall q \in Q. [T]_{q} \cdot \sigma = \pi_q \cdot H_{\text{In}} \cdot t_{\sigma} \cdot \prod_{\text{rank} \sigma} ([T]_{q})_{q \in Q}
\iff \{ \ \text{Definition 5.4.2.5 (iii)} \ \}
\forall \sigma \in \Sigma, \forall q \in Q. [T]_{q} \cdot \sigma = \text{rhs}^{t_{\sigma}}_{\text{In}} q \cdot \prod_{\text{rank} \sigma} ([T]_{q})_{q \in Q}
\iff \{ \text{pointwise on terms with Lemma 5.4.2.3 and Definition 5.4.1.2} \}
\forall \sigma \in \Sigma, \forall q \in Q. \forall (t_{r})^{\text{rank} \sigma} \in (T_{\Sigma}0)^{\text{rank} \sigma}.
\quad [T]_{q}(\sigma(t_{1}, \ldots, t_{\text{rank} \sigma}))
\quad = [[T]_{q_1} t_1/x_1, \ldots, [T]_{q_l} t_l/x_l, [T]_{q_{l+1}} t_{l+1}/x_{l+1}, \ldots, [T]_{q_{2l-1}} t_{2l-1}/x_{2l-1}, \ldots] (\text{rhs}^{t_{\sigma}}_{\text{In}} q)
\quad = [[T]_{p} t_j/x_j]_{j \in X_{\text{rank} \sigma}} (\text{rhs}_{\text{In}} q).
\]

The latter is the definition of $[\cdot]$ in Definition 3.2.2.1 and thus with Definition 5.4.2.5 (ii):

\[A = \pi \cdot (H_{\text{In}})_F = [T]_{q_0} = [T]. \quad \blacksquare\]

5.4.2.8 Lemma. Let $\Delta = \{\delta_1, \ldots, \delta_n\}$ be a ranked alphabet and $A = (|A|; \varphi_1, \ldots, \varphi_n)$ and $B = (|B|; \varphi'_1, \ldots, \varphi'_n)$ be $\Delta$-algebras. For every $\Delta$-algebra homomorphism $f : A \rightarrow B$, every $k \in \mathbb{N}_0$, and every $\Delta$-term $t \in T_{\Delta}X_k$ the following holds:

\[ [\varphi_i/\delta_i]_{i=1}^{k} t \cdot \prod_{f} |f| = |f| \cdot [\varphi_i'/\delta_i]_{i=1}^{n} t. \]

Proof. Let $(b_j)_{j=1}^{k} \in B^{k}$. The $\Delta$-algebra $T_{\Delta}X_k$ is free over $X_k$. The 2nd-order substitution operators from Definition 2.2.2.6 (ii) are defined as follows

\[ (\alpha) \ (|\varphi_i/\delta_i|_{i=1}^{n} t \cdot \prod_{f} |f|) (b_j)_{j=1}^{k} = [\varphi_i/\delta_i]_{i=1}^{n} t (|f| b_j)_{j=1}^{k} = |g| t \text{ where } g : A \rightarrow T_{\Delta}X_k \text{ is the unique } \Delta \text{-algebra homomorphism with } \forall x_j \in X_k. |g| x_j = |f| b_j \text{ and } \]
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\[(\beta) \ [\varphi'/\delta_1]_{i=1}^n \cdot (b_j)_{j=1}^k = |h|t \text{ where } h : B \leftarrow T_\Delta X_k \text{ is the unique } \Delta\text{-algebra homomorphism with } \forall x_j \in X_k, |h|x_j = b_j.\]

Thus \(\forall x_i \in X_k, |f \cdot h|x_i = |f|(|h|x_i) = |f|b_i = |g|x_i\) and hence with (\(\beta\)): \(g = f \cdot h.\)

5.4.2.9 Lemma. For every top-down tree transducer \(T \in tdt\) there exists a related top-down algebraic transducer \(\mathcal{A} \in \text{Mor td-AT}_{\text{Set}},\ i.e.\ T \approx \mathcal{A}.

Proof. Let \(T = (Q, \Sigma, \Delta, q_0, R)\) be a top-down tree transducer. We use the product and coproduct functor according to Lemma 5.4.1.3 and Lemma 4.1.5.4 to define the functors \(F, G, U : \text{Set} \leftarrow \text{Set}\) by

\[
F = \prod_{\sigma \in \Sigma} \text{rank}_\sigma \text{Id}, \quad G = \prod_{\delta \in \Delta} \text{rank}_\delta \text{Id}, \quad U = \prod_{\#Q} \text{Id}.
\]

According to Lemma 4.1.7.3 we have the initial algebras:

\[\text{in}_F = [\sigma]_{\sigma \in \Sigma} \text{ and } \text{in}_G = [\delta]_{\delta \in \Delta}.\]

This choice of initial algebras leads to

\[\mu_F = T_\Sigma \emptyset \text{ and } \mu_G = T_\Delta \emptyset.\]

Lemma 4.1.5.9 ensures that \(U\) is faithful. We claim that the function \(H : \text{Ob}(\text{Set}^F) \leftarrow \text{Ob}(\text{Set}^G)\) defined by

\[\forall \varphi \in \text{Ob}(\text{Set}^G), H\varphi = \left[\langle [\rho \cdot \iota_\delta/\delta]\delta \in \Delta(\text{rhs}_{R,q})q \rangle_q \right]_{\sigma \in \Sigma},\]

can be uniquely extended to a concrete functor:

\[H : (\text{Set}^F, |.|^F) \leftarrow (\text{Set}^G, U \cdot |.|^G).\]

To prove this we use Lemma 5.1.1.2, thus we have to verify that for every \(\varphi, \varphi' \in \text{Ob}(\text{Set}^G)\) and every \(f : |\varphi|_G \leftarrow |\varphi'|_G\) the condition:

\[\varphi \cdot Gf = f \cdot \varphi' \quad H\varphi \cdot F(Uf) = Uf \cdot H\varphi' \quad (*)\]
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holds. First we restate the precondition of (\(*\)):

\[ \varphi \cdot Gf = f \cdot \varphi' \]

\[ \iff \{ \text{fusion and reflection in Table 4.5 and definition of } G \} \]

\[ \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f = f \cdot \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f \]

\[ \iff \{ \text{fusion (i) in Table 4.7} \} \]

\[ \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f = f \cdot \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f \]

\[ \iff \{ \text{UP and cancelation in Table 4.5} \} \]

\[ \forall \delta \in \Delta. \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f = f \cdot \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} f \]

\[ \iff \{ \text{Definition 2.2.2.2} \} \]

\[ f : (|\varphi|, (\varphi \cdot \varphi)_{\delta \in \Delta}) \leftarrow (|\varphi|, (\varphi \cdot \varphi)_{\delta \in \Delta}) \] is a \(\Delta\)-algebra homomorphism.

Now we show the conclusion of (\(*\)):

\[ H\varphi \cdot F(Uf) \]

\[ = \left( \sum_{\delta \in \Delta} \prod_{\delta \in \Delta} (\text{def} \cdot \varphi, q)_{\delta \in \Delta} \right)_{\sigma \in \Sigma} \cdot \prod_{\sigma \in \Sigma} \left( \prod_{\sigma \in \Sigma} (Uf) \right) \]

\[ = \left( \sum_{\sigma \notin \Sigma} \prod_{\sigma \notin \Sigma} (\text{def} \cdot \varphi, q)_{\sigma \notin \Sigma} \right)_{\sigma \in \Sigma} \cdot \prod_{\sigma \in \Sigma} \left( \prod_{\sigma \in \Sigma} (Uf) \right) \]

\[ = \left( \sum_{\sigma \notin \Sigma} \prod_{\sigma \notin \Sigma} (\text{def} \cdot \varphi, q)_{\sigma \notin \Sigma} \right)_{\sigma \in \Sigma} \cdot \prod_{\sigma \in \Sigma} \left( \prod_{\sigma \in \Sigma} (Uf) \right) \]

It is easy to see that \(H \varphi \cdot F(Uf)\) and thus \(A = (H, U, \pi_{\text{def}})\) is an algebraic transducer over \(\text{Set}\) with \(T \approx A\).

5.4.2.10 Definition. We use the construction from the preceding Lemma 5.4.2.9 to define a function:

\[ R : \text{Mor} td-\mathcal{A}T_{\text{Set}} \leftarrow tdt. \]
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Notice that the functors \( F, G, \) and \( U \) from Lemma 5.4.2.9 are only determined up to isomorphism. We make \( R \) a function just by choosing one of the representatives of the isomorphism class. Notice that we can view the category \( \text{td-AT}_\text{Set} \) modulo algebraic transducer isomorphisms, because of Corollary 5.3.4.6, Lemma 5.3.5.3, and Theorem 5.3.4.4.

5.4.2.11 Corollary. From Lemma 5.4.2.9 and Theorem 5.4.2.7 follows:

(i) For every top-down tree transducer \( T \) we have: \( T \approx \mathcal{R} T \).

(ii) \[
\begin{array}{ccc}
\begin{array}{c}
\varphi_1
\end{array}
\begin{array}{c}
\varphi_2
\end{array}
\begin{array}{c}
\varphi_3
\end{array}
\end{array}
\quad =
\begin{array}{ccc}
\begin{array}{c}
\varphi_1
\end{array}
\begin{array}{c}
\varphi_2
\end{array}
\begin{array}{c}
\varphi_3
\end{array}
\end{array}
\quad \mathcal{R}.
\end{array}
\]

5.4.2.12 Corollary. With Lemma 5.4.2.9 and Theorem 5.4.2.7 we get:

\( \text{TOP} \subseteq \text{TOP}_\text{AT} \).

5.4.2.13 Note. We have not yet proven the other direction, and thus equality, in Corollary 5.4.2.12, because there may be top-down algebraic transducers, which are not in the image of \( \mathcal{R} \). Perhaps we would need additional preconditions on the concrete functors of the algebraic transducers, to force \( \mathcal{R} \) to be surjective.

5.4.3 Relating syntactic composition and fusion

5.4.3.1 Example (composition of top-down algebraic transducers). Consider the two top-down tree transducers \( T_{\text{zigzag}} \) and \( T_{\text{bin}} \) from the Example 3.1.1.2 and Example 3.3.1.3. For both we may construct a related algebraic transducer according to Lemma 5.4.2.9, i.e. \( T_{\text{zigzag}} \approx \mathcal{A}_{\text{zigzag}} \) and \( T_{\text{bin}} \approx \mathcal{A}_{\text{bin}} \). In Example 5.4.2.1 we have already seen \( \mathcal{A}_{\text{zigzag}} = (H, \text{Id} \times \text{Id}, \pi_1) \) where \( H[\varphi_1, \varphi_2, \varphi_3] = [\langle \varphi_1, \varphi_1 \rangle, \langle \varphi_2 \cdot \pi_1 \cdot \pi_1 \cdot \pi_2 \rangle] \). Likewise we can construct the \( \mathcal{A}_{\text{bin}} = (H', \text{Id}, \text{Id}) \) where \( H'[\varphi_1, \varphi_2] = [\varphi_1, \varphi_2 \cdot (\text{Id}, \text{Id}), \varphi_2 \cdot (\text{Id}, \text{Id})] \). We construct the composition (cf. Example 3.3.1.3):

\[
\mathcal{A}_{\text{bin}} \cdot \mathcal{A}_{\text{zigzag}} = (H', \text{Id}, \text{Id}) \cdot (H, \text{Id} \times \text{Id}, \pi_1) = (H \cdot H', \text{Id} \times \text{Id}, \pi_1)
\]

where \( (H \cdot H')[\varphi_1, \varphi_2] = [\langle \varphi_1, \varphi_1 \rangle, \varphi_2 \cdot (\text{Id}, \text{Id}) \cdot \pi_2 \cdot \pi_1, \varphi_2 \cdot (\text{Id}, \text{Id}) \cdot \pi_2 \cdot \pi_1] \)

In the same way we could construct the composition:

\[
\mathcal{A}_{\text{zigzag}} \cdot \mathcal{A}_{\text{bin}} = (H' \cdot H, \text{Id} \times \text{Id}, \pi_1) \]

where \( (H' \cdot H)[\varphi_1, \varphi_2, \varphi_3] = [\langle \varphi_2 \cdot \pi_2 \cdot \pi_1, \varphi_3 \cdot \pi_1 \cdot \pi_3 \rangle] \).

The following theorem gives an answer to a question which motivated this thesis: What is the relation between short-cut fusion and composition of tree transducers? For top-down tree transducers both fusion techniques yield the same result (modulo relation):
5.4.3.2 Theorem. Let \( T_1 \) and \( T_2 \) be top-down tree transducers such that the input alphabet of \( T_2 \) is the output alphabet of \( T_1 \). Then:

\[
RT_2 \cdot RT_1 = R(T_2 \cdot T_1)
\]

**Proof.** Let \( T_1 = (P, \Sigma, \Delta, p_0, R_1) \), \( T_2 = (Q, \Delta, \Gamma, q_0, R_2) \), and \( T_2 \cdot T_1 = (Q \times P, \Sigma, \Gamma, (q_0, p_0), R) \) with

\[
R = \{(q,p)(\sigma(x_1, \ldots)) \rightarrow T_2^q(rhs_{R_1, \sigma} p) \mid q \in Q \land p \in P \land \sigma \in \Sigma\}
\]

where \( T_2^q \) is constructed from \( T_2 \) as in the proof of Theorem 3.3.1.2. Let \( r = \max(\text{rank}_\Sigma \sigma) \). Without loss of generality we can assume that \( \Delta \) and \( \Gamma \) are disjoint. We define the top-down algebraic tree transducers

\[
\begin{align*}
F_3 \xrightarrow{\Lambda_2} (H_2, U_2, \pi_{q_0}) & \quad F_2 \xrightarrow{\Lambda_1} (H_1, U_1, \pi_{p_0}) \quad F_1 \\
F_3 \xleftarrow{\Lambda} (H, U, \pi_{(q_0, p_0)}) & \quad F_2 \xleftarrow{\Lambda} (H_1, U_1, \pi_{p_0}) \quad F_1
\end{align*}
\]

by \( \Lambda_1 = RT_1, \Lambda_2 = RT_2, \) and \( \Lambda = R(T_2 \cdot T_1) \) where we use the construction of Lemma 5.4.2.9 and thus in particular:

\[
\begin{align*}
\forall \varphi \in \text{Ob}(\mathcal{S}t^{F_2}). \quad H_1 \varphi &= \{[(\varphi \cdot \iota_{\delta/\gamma})_{\delta \in \Delta}(rhs_{R_1, \sigma} p)]_{p \in P}\}_{\sigma \in \Sigma} \\
\forall \varphi \in \text{Ob}(\mathcal{S}t^{F_3}). \quad H_2 \varphi &= \{[(\varphi \cdot \iota_{\gamma/\gamma})_{\gamma \in \Gamma}(rhs_{R_2, \delta} q)]_{q \in Q}\}_{\delta \in \Delta} \quad \text{and} \\
\forall \varphi \in \text{Ob}(\mathcal{S}t^{F_3}). \quad H \varphi &= \{[(\varphi \cdot \iota_{\gamma/\gamma})_{\gamma \in \Gamma}(rhs_{R, \sigma} p)]_{(q,p) \in Q \times P}\}_{\sigma \in \Sigma}
\end{align*}
\]

We have to show that \( \Lambda_2 \cdot \Lambda_1 = \Lambda \) holds. From Definition 5.3.1.1 we obtain \( \Lambda_2 \cdot \Lambda_1 = (H_1 \cdot H_2, U_1 \cdot U_2, \pi_1 \cdot \pi_2) \). Since the functors \( F_1, F_2, F_3, U_1, U_2, \) and \( U \) are determined only up to isomorphism, we may assume that \( U_1 \cdot U_2 = U \) and \( \pi_{(q_0, p_0)} = \pi_{p_0} \cdot \pi_{q_0} \) (cf. Theorem 5.3.5.2).

The essential statement we have to show is \( H_1 \cdot H_2 = H \): From the definition of \( \llbracket \cdot \rrbracket \) in Definition 3.2.2.1 and with Lemma 5.4.2.4 we obtain:

\[
\forall \delta \in \Delta. \quad \llbracket T_2^q \rrbracket_{q \in Q} \cdot \delta = \llbracket \text{rhs}_{R_2, \sigma} q \rrbracket_{q \in Q} \cdot \prod_{\text{rank}_\Sigma \sigma} \llbracket T_2^q \rrbracket_{q \in Q}
\]

and \( \forall px \in PX_r. \quad \llbracket T_2^q \rrbracket_{q \in Q}(px) = \llbracket (q, p)x \rrbracket_{q \in Q} \), i.e. \( \llbracket T_2^q \rrbracket_{q \in Q} \) is a unique \( \Delta \)-algebra homomorphism on the \( \Delta \)-algebra \( T_\Delta(PX_r) \) which is free on \( PX_r \). With
\[ \forall p \in P, \forall \sigma \in \Sigma. \quad \langle \langle [\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle T_1 \rangle_q (\text{rhs}_{R_1, \sigma} p) \]
\[ \implies \{ \text{definition of } R \} \]
\[ \forall p \in P, \forall \sigma \in \Sigma. \quad \langle \langle [\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle \text{rhs}_{R_2, \sigma} (q, p) \rangle_{q \in Q} \]
\[ \implies \{ \text{Lemma 5.4.2.4} \} \]
\[ \forall p \in P, \forall \sigma \in \Sigma. \quad \langle \langle [\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle \text{rhs}_{R_2, \sigma} (q, p) \rangle_{q \in Q} \]
\[ \implies \{ \text{Lemma 5.4.2.9} \} \]
\[ \forall p \in P, \forall \sigma \in \Sigma. \quad \langle \langle [\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle \text{rhs}_{R_2, \sigma} (q, p) \rangle_{q \in Q} \]
\[ \implies \{ \text{Lemma 5.4.2.10} \} \]
\[ \forall \varphi \in \text{Ob}(\text{Set}^{F_3}). \forall p \in P, \forall \sigma \in \Sigma. \]
\[ \langle \langle [\varphi \cdot \iota_\gamma / \gamma \rangle_{\gamma \in \Gamma} \rangle_{\gamma \in \Gamma} (\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle \varphi \cdot \iota_\gamma / \gamma \rangle_{\gamma \in \Gamma} (\text{rhs}_{R_2, \sigma} (q, p))_{q \in Q} \]
\[ \implies \{ \text{definition of } H_2 \text{ and cancelation (Table 4.5)} \} \]
\[ \forall \varphi \in \text{Ob}(\text{Set}^{F_3}). \forall p \in P, \forall \sigma \in \Sigma. \]
\[ \langle \langle [\varphi \cdot \iota_\gamma / \gamma \rangle_{\gamma \in \Gamma} \rangle_{\gamma \in \Gamma} (\text{rhs}_{R_2, \sigma} q \rangle_{q \in Q} / \delta \rangle_{\delta \in \Delta} (\text{rhs}_{R_1, \sigma} p) \rangle = \langle \varphi \cdot \iota_\gamma / \gamma \rangle_{\gamma \in \Gamma} (\text{rhs}_{R_2, \sigma} (q, p))_{q \in Q} \]
\[ \implies \{ \text{definition of } H_1 \text{ and } H \text{ and cancelation (Table 4.5)} \} \]
\[ \forall \varphi \in \text{Ob}(\text{Set}^{F_3}). \quad H_1 (H_2 \varphi) = H \varphi \]
\[ \implies \{ \text{Lemma 4.2.1.5} \} \]
\[ H_1 \cdot H_2 = H. \]

5.4.3.3 Lemma. Let \( T_{id} \) be the top-down tree transducer from [Lemma 3.3.2.1]. Then \( RT_{id} = \text{Id} \).

Proof. Let \( RT_{id} = (H, U, \pi) \). Since \( T_{id} \) has only one state, it is obvious that \( U = \text{Id} \) and \( \pi = \text{id} \). The construction for \( R \) in [Lemma 5.4.2.9] yields for every \( \varphi \): \( H \varphi = [[\varphi \cdot \iota_\sigma / \gamma \rangle_{\sigma \in \Sigma} (\text{rhs}_{R_2, \sigma} q)]_{\sigma \in \Sigma} = \langle [\varphi \cdot \iota_\sigma / \gamma \rangle_{\sigma \in \Sigma} = \varphi \). And thus we obtain with [Lemma 4.2.1.5] that \( H = \text{Id} \).

5.4.3.4 Lemma. Let \( T_1 = (P, \Sigma, \Delta, p_0, R_1) \) and \( T_2 = (Q, \Sigma, \Delta, q_0, R_2) \) be top-down tree transducers. The following holds:
\[ RT_1 = RT_2 \iff T_1 \cong T_2 \]
where \( \cong \) is the isomorphism of top-down tree transducers from [Definition 3.2.2.5].

Proof. The direction \( \Leftarrow \) is obvious, because the construction from [Lemma 5.4.2.9] which is the definition of \( R \) [Definition 5.4.2.10] depends only on the number of states rather than
5.4.3.5 Theorem (category of top-down tree transducers). (i) The class of all top-down tree transducers modulo \( \cong \) is a category (denoted by \( \text{td-Tt} \)) where the composition is the syntactic composition of top-down tree transducers. 

(ii) The function \( R : \text{td-AT}_{\text{Set}} \rightarrow \text{td-Tt} \).

**Proof.** (i) We have to show that \( \cong \) is a congruence relation w.r.t. syntactic composition of top-down tree transducers, and we have to show that syntactic composition is associative modulo \( \cong \). Let \( T_1, T_2, \) and \( T_3 \) be top-down tree transducers (with input and output alphabets, such that the following compositions are defined) such that the following compositions are defined: Since R maps to a category and is multiplicative (Theorem 5.4.3.2) we have \( R((T_3 \cdot T_2) \cdot T_1) = R T_3 \cdot R T_2 \cdot R T_1 = R(T_3 \cdot (T_2 \cdot T_1)) \) and thus with Lemma 5.4.3.4 we obtain \( (T_3 \cdot T_2) \cdot T_1 \cong T_3 \cdot (T_2 \cdot T_1) \). Similarly we show that \( \cong \) is a congruence: Let \( T_1, T_1', T_2, \) and \( T_2' \) be top-down tree transducers (with input and output alphabets, such that the following compositions are defined) such that \( T_1 \cong T'_1 \) and \( T_2 \cong T'_2 \). From Lemma 5.4.3.4 we get that \( R T_1 = R T'_1 \) and \( R T_2 = R T'_2 \) and thus with Theorem 5.4.3.2 \( R(T_2 \cdot T_1) = R T_2 \cdot R T_1 = R T'_2 \cdot R T'_1 = R(T'_2 \cdot T'_1) \). We
5.4 Relating transducers

use Lemma 5.4.3.4 again and have $T_2 \cdot T_1 \cong T'_2 \cdot T'_1$. The latter means that $\cong$ is a congruence. Thus we obtain a category $\text{td-} \mathcal{T}$ where $\text{Mor } \text{td-} \mathcal{T} = \text{tdtt/} \cong$ and $\text{Ob } \text{td-} \mathcal{T}$ is the class of all finite ranked alphabets.

(ii) We already know from Theorem 5.4.3.2 that $R$ is multiplicative, from Lemma 5.4.3.3 that $R$ preserves identities, and from Lemma 5.4.3.4 that $R$ does not depend on the representative of the isomorphism class. Thus together with (i), we obtain that $R$ is a functor $R : \text{td-} \mathbf{AT}_{\text{Set}} \leftarrow \text{td-} \mathcal{T}$. It is obvious from Lemma 5.4.3.4 that $R$ is also an embedding. ■

5.4.3.6 Note. We try to visualize the relation between top-down tree transducers and top-down algebraic transducers over $\mathbf{Set}$ in a diagram in Figure 5.1.

![Diagram](image)

Figure 5.1: Relation between $\text{td-} \mathcal{T}$ and $\text{td-} \mathbf{AT}_{\text{Set}}$
6 The free monad approach

The generalization from monoids to monads corresponds to the generalization from character strings to trees on an abstract level.

As the theories of character string automata and generalized sequential machines use monoids, it seems thus to be natural to use monads in the theory of tree transducers. This idea has been developed in [Jur02] and has been presented in [Jur03].

Let us motivate the denotational semantics of tree transducers, that we will define using a free monad in Subsection 6.3.1. We define a denotational semantics for deterministic finite state automata (FSA) using a free monoid in three steps:

Consider an FSA $M = (Q, \Sigma, r, q_0, F)$ where $Q$ is the set of states, $\Sigma$ is the input alphabet, $r : Q \leftarrow Q \times \Sigma$ is the transition function, $q_0 \in Q$ is the initial state, and $F \subseteq Q$ the set of final states.

**Step 1:** The transition function

$r : Q \leftarrow Q \times \Sigma$

can equivalently be described by

$r^\Sigma : Q^Q \leftarrow \Sigma$.

**Step 2:** The set $Q^Q$ is the carrier of the monoid $(Q^Q, id_Q, \cdot)$. The character string monoid $(\Sigma^*, \varepsilon, \cdot)$ is a free monoid over $\Sigma$ with universal arrow $u_{\Sigma} : \Sigma^* \leftarrow \Sigma : a \leftarrow a$. Then there exists a unique monoid morphism $r^\Sigma/u_{\Sigma} : (Q^Q, id_Q, \cdot) \leftarrow (\Sigma^*, \varepsilon, \cdot)$ such that the following diagram commutes:

This unique monoid morphism can be used as a denotational semantics $\{M\} = r^\Sigma/u_{\Sigma}$ of the FSA $M$. We call $\{M\}$ the generalized semantics, because it is independent from the initial state $q_0$. Notice, that a compositional function is a monoid

\footnote{Without loss of generality we may assume that $r$ is a function, rather than just a partial function. Otherwise we could introduce one additional state $Q' = Q \cup \{\perp\}$, and define $r' : Q' \leftarrow Q' \times \Sigma$ for every $q \in Q'$ and $a \in \Sigma$ by $r'(q, a) = r(q, a)$ if $q \neq \perp$ and $r(q, a)$ is defined, and $r'(q, a) = \perp$ otherwise.}
homomorphism from a free monoid. Since the above generalized semantics is defined to be the unique monoid homomorphism extending \( r^d \), it is obvious, that any compositional semantics of the automaton \( M \) will be equal to \( \{ M \} \).

**Step 3:** We define the semantics \( \llbracket M \rrbracket : Q \to \Sigma^* \) of \( M \) by \( \llbracket M \rrbracket w = \{ \llbracket M \rrbracket \} w q_0 \), i.e.

\[
\llbracket M \rrbracket = \omega \cdot |\{ M \}|
\]

where \( \omega : Q \to Q^Q : f q_0 \to f \) (called observation function) and | . | : \textbf{Set} \to \textbf{Mon} : A \mapsto (A, 1, \cdot) \) is the canonical forgetful functor on the category of monoids \( \textbf{Mon} \).

The language recognized by \( M \) can now be described as the \( F \)-pre-image of this semantics: \( L M = \llbracket M \rrbracket^{-1}[F] = \{ w \in \Sigma^* \mid \llbracket M \rrbracket w \in F \} \).

Before we continue let us summarize the three steps from above: **Step 1:** We used the adjunction \((Q \times \cdot) \to (\cdot)^Q : \textbf{Set} \to \textbf{Set}\) to transform the transition function \( r \) into \( r^d \). **Step 2:** We used the free character string monoid over \( \Sigma \) to iterate the transformed transition \( r^d \) deriving \( \{ M \} \). **Step 3:** We used the observation function \( \omega \) (encoding the initial state \( q_0 \)) and the forgetful functor \( | . | \) to get the semantics \( \llbracket M \rrbracket \).

We will see these three steps again in Subsection 6.3.1 on the level of terms and monads.

For the following we will need a more abstract view on tree transducers and/or functional programs:

### 6.1 Tree transducers as functional programs

#### 6.1.1 Terms, types, and functors

In the following we want to use the language of category theory to describe terms and types. We have already seen how to relate a ranked alphabet to a functor in \[\text{Note 5.4.2.3}\].

In the last chapter this relation was rather ad hoc. In this chapter we will use a formal definition:

**6.1.1.1 Definition (ranked alphabets induce endofunctors on Set).**

(i) Let \( \Sigma = (\Sigma, \text{rank}_\Sigma) \) be a ranked alphabet. The function \( \Sigma' \) defined by

\[
\forall f \in \textbf{Set}(A, B). \forall r \in \mathbb{N}_0. \forall \sigma \in \Sigma^{(r)} \ \forall b_1, \ldots, b_r. \Sigma' f(\sigma b_1 \cdots b_r) = \sigma(f b_1) \cdots (f b_r)
\]

is an endofunctor \( \Sigma' : \textbf{Set} \to \textbf{Set} \) which is defined on objects by \( \forall A \in \text{Ob} \textbf{Set}. \Sigma' A = \{ \sigma a_1 \cdots a_{\text{rank}_\Sigma} \mid \sigma \in \Sigma \ \land \ a_i \in A \} \).

(ii) Obviously \( \Sigma' \emptyset = \Sigma^{(0)} \) and \( \Sigma' \{ \emptyset \} \cong \Sigma \) and we will assume, without loss of generality, that \( \Sigma' \{ \emptyset \} = \Sigma \).

(iii) To simplify our notation we will use the same symbol \( \Sigma \) to denote a ranked alphabet \( \Sigma = (\Sigma, \text{rank}_\Sigma) \), its underlying set of symbols \( \Sigma \), and the functor \( \Sigma' \) induced by \( \Sigma \). \( \diamond \)
6.1 Tree transducers as functional programs

6.1.1.2 Definition (algebraic data type, regular type). An algebraic data type in Haskell [PH99] is declared by the expression

\begin{equation*}
data T \alpha_1 \cdots \alpha_n = C_1 \tau_1 | \cdots | C_m \tau_m
\end{equation*}

where \( n \in \mathbb{N}_0, \alpha_1, \ldots, \alpha_n \) are type variables, \( m \in \mathbb{N} \), and \( \tau_1, \ldots, \tau_m \) are types with a syntax given by the following grammar

\begin{align*}
\tau & ::= \{ \tau \} \quad \text{type variable} \\
\tau^+ & ::= \alpha \quad \text{function type} \\
\tau^- & ::= T\{\tau\} \quad \text{recursive call} \\
\end{align*}

where \( \{ \ast \} \) denotes ‘zero or more’ occurrences. The symbol \( T \) is called a type constructor and \( C_1, \ldots, C_m \) are called data constructors. For any types \( \beta_1, \ldots, \beta_n \) the above defines a type \( T \beta_1 \cdots \beta_n \).

An algebraic data type is called regular type (or uniform type) if the recursive call occurs only positively. This can be described by the following extension to the above grammar, where we introduce the new nonterminals \( \tau^+ \) and \( \tau^- \) for positive and negative type expressions, respectively:

\begin{align*}
\tau & ::= \{ \tau^+ \} \quad \text{type variable} \\
\tau^+ & ::= \alpha \quad \text{function type} \\
\tau^- & ::= T\{\tau^+\} \quad \text{recursive call} \\
\end{align*}

where \( \{ \ast \} \) denotes ‘zero or more’ occurrences². The symbol \( T \) is called a type constructor and \( C_1, \ldots, C_m \) are called data constructors. For any types \( \beta_1, \ldots, \beta_n \) the above defines a type \( T \beta_1 \cdots \beta_n \).

An algebraic data type is called regular type (or uniform type) if the recursive call occurs only positively. This can be described by the following extension to the above grammar, where we introduce the new nonterminals \( \tau^+ \) and \( \tau^- \) for positive and negative type expressions, respectively:

\begin{align*}
\tau & ::= \{ \tau^+ \} \quad \text{type variable} \\
\tau^+ & ::= \alpha \quad \text{function type} \\
\tau^- & ::= T\{\tau^+\} \quad \text{recursive call} \\
\end{align*}

where \( \{ \ast \} \) denotes ‘zero or more’ occurrences². The symbol \( T \) is called a type constructor and \( C_1, \ldots, C_m \) are called data constructors. For any types \( \beta_1, \ldots, \beta_n \) the above defines a type \( T \beta_1 \cdots \beta_n \).

If the recursive call never occurs in the domain of a function type (i.e. left of \( \to \)), then the regular type is called a polynomial type.

6.1.1.3 Definition (regular types as endofunctors). Consider a regular type

\begin{equation*}
data T \alpha_1 \cdots \alpha_n = C_1 \tau_1 | \cdots | C_m \tau_m
\end{equation*}

as defined in Definition 6.1.1.2.

Notice, that in the special case that all \( \tau_i \) have the form \( \tau ::= \{ T\alpha_1 \cdots \alpha_n \} \), the values of the regular type are just \( \Sigma \)-trees for \( \Sigma = \{ C_1, \ldots, C_m \} \) where the ranks are equal to the arities. Then we have the induced \textbf{Set}-endofunctor \( \Sigma \) from Definition 6.1.1.1.

²Please distinguish the Haskell \( | \) from the \( | \) used in grammars!

³More precisely \( T \) is a type of kind \( \ast \to \cdots \to \ast \) where a kind is a ‘meta type’ of types. Like a value may be of some type, a type may be of some kind. A kind is either \( \ast \) (for base types) or \( \kappa_1 \to \kappa_2 \) for some kinds \( \kappa_1 \) and \( \kappa_2 \). If \( \alpha \) has kind \( \kappa_1 \to \kappa_2 \) and \( \beta \) has kind \( \kappa_1 \) then \( \alpha \beta \) is a type of kind \( \kappa_2 \).
Let us extend the definition of the endofunctor \( \Sigma \) to regular types: The restriction to positive recursion calls is essential to guaranty that the algebraic data type can be described by a (covariant) endofunctor. Otherwise the functor may become contravariant (and thus cannot be an endofunctor) or even have some ‘mixed variance’. Let \( \mathcal{C} \) be a cartesian closed category that we use as semantic domain. For every free type variable \( \alpha \) let \( [\alpha] \in \text{Ob} \mathcal{C} \) be the semantics of \( \alpha \). We define the functor \( \Sigma : \mathcal{C} \leftarrow \mathcal{C} \) by

\[
\Sigma = \Sigma_{C_1 \tau_1} \cdots C_m \tau_m = \Sigma_{C_1 \tau_1} + \cdots + \Sigma_{C_m \tau_m} \\
\Sigma_{C_1 \tau_1} \cdots \tau_{i,j_k} = \Sigma_{\tau_{i,1}} \times \cdots \times \Sigma_{\tau_{i,m}} \\
\Sigma_{\alpha} = [\alpha] \\
\Sigma_{T \alpha_1 \cdots \alpha_n} = \text{Id} \\
\Sigma_{\tau \tau'} = \Sigma' \leq \Sigma
\]

Finally, we define the denotational semantics of \( T \alpha_1 \cdots \alpha_n \) by \( [T \alpha_1 \cdots \alpha_n] = [\Sigma] = \mu \Sigma \) where we assume that \( \Sigma \) has an initial algebra \( \text{inv}_\Sigma : \mu \Sigma \leftrightarrow \Sigma (\mu \Sigma) \).

Notice, that for a ranked alphabet \( \Sigma \) (which we identify with an endofunctor \( \Sigma \) according to \[\text{Definition 6.1.1.1 (iii)}\]) the semantics \( [\cdot] \) given by \[\text{Definition 5.3.3.1}\] is a functor (according to \[\text{Theorem 5.3.3.3}\]) which is defined on objects by \( [\Sigma] = \mu \Sigma \). Later we will see a semantics \( [\cdot] \) \[\text{Definition 6.3.1.3}\] which will have the same property for every varietor \( \Sigma \).

6.1.1.4 Observation.

The endofunctors induced by polynomial types, ranked alphabets, and unary ranked alphabets are polynomial, bicartesian, and cocartesian \( \text{Set}-\text{endofunctors} \), respectively. E.g. the functor for the list data type \( \text{data} [\alpha] = [\cdot] | \alpha : [\alpha] \) is the polynomial functor \( 1 + [\alpha] \times \text{Id} \).

The endofunctors induced by ranked alphabets or polynomial functors with only finite exponents are \( \text{Set}_{\emptyset_0}-\text{endofunctors} \).

6.1.2 Syntax and semantics of tree transducers

Throughout this subsection the symbols \( Q, \Sigma \) and \( \Delta \) usually denote ranked alphabets where \( Q \) is unary, i.e. \( \Sigma \) and \( \Delta \) are bicartesian \( \text{Set}-\text{endofunctors} \) and \( Q \) is a cocartesian \( \text{Set}-\text{endofunctor} \). It is possible to generalize all definitions in this subsection, by allowing \( \Sigma \) and \( \Delta \) to be \( \text{Seta}-\text{endofunctors} \) or polynomial \( \text{Set}-\text{endofunctors} \). Of course this generalization enlarges the classes of functions computable by a tree transducer. However, it has no effect on the fusion results in \[\text{Section 6.5}\].

As pointed out in \[\text{Subsection 3.2.1}\] an important property of the operational semantics of a tree transducer is that it is \textit{compositional}. A function \( f \) on terms is called \textit{compositional} (or \textit{syntax directed} \[\text{FV98}\]) if the value of \( f \) applied to a term \( t \) only depends on the values of \( f \) applied to subterms of \( t \).
6.1 Tree transducers as functional programs

We will define a denotational semantics in Definition 6.3.1.2 in such a way, that it will be the unique function which satisfies certain properties. One of these properties is to be compositional as explained in Definition 6.3.1.2(ii). Thus the only thing we need to know about the operational semantics in this chapter is the fact that it is compositional. And thus we will not need further details about the operational semantics of tree transducers here.

6.1.2.1 Definition (‘left hand side’ term). Let $\Sigma$ be a ranked alphabet and $X = \{x_1, x_2, x_3, \ldots\}$ be a countably infinite set of variables. The set $T^{lhs}_\Sigma X$ of all ‘left hand side’ terms is the smallest subset of $T^X_\Sigma X$ such that

- $r \in \mathbb{N}_0$, $\sigma \in \Sigma^{(r)}$, $t_1, \ldots, t_r \in T^{lhs}_\Sigma X$, $k_1, \ldots, k_r \in \mathbb{N}$, $k_1 = 1$
- $\forall i < j$, $k_i < k_j$
- $\forall i < r$. $\mathit{var}_X t_i = \{x_{k_i}, \ldots, x_{k_i+1}-1\}$
- $\mathit{var}_X t_r = \{x_{k_r}, \ldots\}$

\[
\sigma t_1 \cdots t_r \in T^{lhs}_\Sigma X.
\]

Obviously $T^{lhs}_\Sigma X \subseteq T^{lhs}_\Sigma X$. Notice that $T^{lhs}_\Sigma X$ depends on the order in which we enumerated the elements of $X$. The essential property of $T^{lhs}_\Sigma X$ is, that for every term $t \in T^{lhs}_\Sigma X$ there is precisely one term $t' \in T^{lhs}_\Sigma X$ such that $t'$ is linear and $t'$ is equal to $t$ up to renaming of variables.

The following is essentially equivalent to Definition 3.1.1.1 but now we use some functions to describe the syntactic restrictions of the left and right hand side terms. This will make it easier to handle the tree transducers in our category theory framework.

6.1.2.2 Definition ((pure) top-down tree transducer [Rou68, Rou70, Tha70]). A functional program (e.g. a Haskell program [PH99]) of the form

$$\lambda x \rightarrow \text{let}$$

\[
\begin{align*}
 & l h s_1 = r h s_1 \\
 & \vdots \\
 & l h s_m = r h s_m \\
 & \text{in } f x
\end{align*}
\]

is called a top-down tree transducer with initial state $f$ if there exists a set of variables $X$ and ranked alphabets $Q, \Sigma, \Delta$ where $Q$ is unary and finite ($\ell = \#Q \in \mathbb{N}$), such that for all $i \in \{1, \ldots, m\}$:

- (i) $l h s_i \in Q(\Sigma X) \cap T^{lhs}_{Q+\Sigma} X$,
- (ii) $r h s_i \in T_{\Delta}(QX)$,
- (iii) $\mathit{var}_X r h s_i \subseteq \mathit{var}_X l h s_i$, and
- (iv) $f x \in Q\{x\}$.

The let...in construction is only used to make the initial state $f$ explicit. The $\lambda$-abstraction $\lambda x \rightarrow$ is only used to make explicit that $f$ is a unary function (and may be dropped using $\eta$-conversion). In fact the body of the program, i.e. the equation system
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can be viewed as the relation of a top-down tree transducer in the sense of Definition 3.1.1.1 where we have written \( \rightarrow \) instead of \( = \).

Notice, that it is part of the definition of a functional program, that every left hand side of the above equation system has a unique right hand side.

Notice, that in the case of a top-down tree transducer the operational semantics of the according functional program, and the operational semantics as described in Subsection 3.2.1 as well as the denotational semantics given in Subsection 3.2.2 coincide.

We denote the class of all functions which may be computed by an \( \ell \)-state top-down tree transducer by \( \text{TOP} \) and according to Definition 3.2.2.3 we have \( \text{TOP} = \bigcup_{\ell \in \mathbb{N}} \text{TOP}_\ell \).

A top-down tree transducer is called pure if \( \ell = 1 \), i.e. the top-down tree transducer has only one state. A pure top-down tree transducer is also called a homomorphism tree transducer. The class of all functions computable by a homomorphism tree transducer is also denoted by \( \text{HOM} = \text{TOP}_1 \). Obviously \( \text{HOM} \subseteq \text{TOP} \).

### 6.1.2.3 Example (top-down tree transducer). Consider the following two regular types:

\[
\text{data Nat} = \text{Zero} | \text{Succ Nat} \\
\text{data Bool} = \text{False} | \text{True}
\]

The program

\[
\text{let} \\
\text{even Zero} = \text{True} \\
\text{even(Succ n)} = \text{odd n} \\
\text{odd Zero} = \text{False} \\
\text{odd(Succ n)} = \text{even n} \\
\text{in even}
\]

is a top-down tree transducer with two states and initial state \( \text{even} \). Moreover the program

\[
\text{even Zero} = \text{True} \\
\text{even(Succ n)} = \text{odd n} \\
\text{odd Zero} = \text{False} \\
\text{odd(Succ n)} = \text{even n}
\]

can be viewed as a top-down tree transducer with initial state \( \text{even} \) or a top-down tree transducer with initial state \( \text{odd} \).

Before we can define macro tree transducers we need one more definition in order to express applicative terms [Dam82], i.e. terms, where some subterms are treated as functions which can be applied to other terms.
6.1 Tree transducers as functional programs

6.1.2.4 Definition (application functor). Let $C$ be a cartesian closed category and $I \in \text{Ob } C$. We define the functor $A_I : \text{End } C \leftarrow C$ by

$$\forall f, g \in \text{Mor } C. \ A_I f \ g = (g \Leftarrow id_I) \times f.$$ 

Obviously $A_I$ is polynomial.

Notice, that since $\Leftarrow$ and $\times$ are only defined up to isomorphism, so is $A_I$. For every pair of objects $X, Y \in \text{Ob } C$ we have $A_I X Y = Y^I \times X$.

For finite sets $I = \{1, \ldots, k\}$ we can easily define $A_I$ on cartesian categories (e.g. on $\textbf{Set}_{\mathbb{N}_0}$). For $C = \textbf{Set}$ or $C = \textbf{Set}_{\mathbb{N}_0}$ and $k \in \mathbb{N}_0$ we use $A_k X Y = \{x y_1 \cdots y_k \mid x \in X \land y_i \in Y\} \cong Y^k \times X \cong A_{\{1, \ldots, k\}} X Y$.

6.1.2.5 Definition ((pure) ((simple) basic) macro tree transducer). A functional program of the form

$$\lambda x \to \texttt{let}$$

$\quad lhs_1 = rhs_1$

$\vdots$

$\quad lhs_m = rhs_m$

$\texttt{in} f \ x \ e_1 \cdots e_k$

is called a macro tree transducer with initial state $f$ and environment $(e_1, \ldots, e_k)$ if there exist sets $X$, $Y$ and ranked alphabets $Q, \Sigma, \Delta$ where $Q$ is unary and finite ($\ell = \# Q \in \mathbb{N}$), and a finite index set $I = \{1, \ldots, k\}$, such that for all $i \in \{1, \ldots, m\}$:

(i) $lhs_i \in A_I (Q(\Sigma X)) Y \cap T_{\Sigma + X}^{lhs}(X + Y)$, where $FX = A_I (QX) X$

(ii) $rhs_i \in T_{\Delta + A_I (QX)} Y$,

(iii) $\text{var}_{X \cup Y} rhs_i \subseteq \text{var}_{X \cup Y} lhs_i$, and

(iv) $f \ x \ e_1 \cdots e_k \in A_I (Q\{x\}) \{e_1, \ldots, e_k\}$.

The $\texttt{let} \ldots \texttt{in}$ construction is only used to make explicit the initial state $f$ and the environment $(e_1, \ldots, e_k)$.

We denote the class of all functions which may be computed by an $\ell$-state macro tree transducer by $MAC_\ell$ and set $MAC = \bigcup_{\ell \in \mathbb{N}} MAC_\ell$. A macro tree transducer is called pure if $\ell = 1$, i.e. the macro tree transducer has only one state. If $\{rhs_1, \ldots, rhs_m\} \subseteq T_\Delta (Y + A_I (QX) (T_\Delta Y))$ it is called basic and if $\{rhs_1, \ldots, rhs_m\} \subseteq T_\Delta (Y + A_I (QX) Y)$ it is called simple basic. In other words basic macro tree transducers have no nested states in any right hand side, and simple basic macro tree transducers are basic macro tree transducers where constructors may not occur inside a context parameter in any right hand side.

The classes of all functions computable by (simple) basic macro tree transducers are denoted by $b-MAC$ and $sb-MAC$, respectively. The classical definition of a macro tree transducer allows different states to have different numbers of context parameters, whereas we use a fixed number for all the states. This can be done without loss of
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generality because we need not to use all the context parameters in the right hand sides. It is easy to see that \( TOP \subseteq sb-MAC \subseteq b-MAC \subseteq MAC \).

6.1.2.6 Example (macro tree transducer). Consider the list data type:

\[
\text{data} \ [\alpha] = [] \mid \alpha : [\alpha]
\]

The program

\[
\text{reverse} \ x = \text{let} \hspace{1cm} \text{rev} [] = ys = ys \\
\text{rev} (x : xs)ys = \text{rev} xs (x : ys) \\
\text{in} \hspace{1cm} \text{rev} x []
\]

is a pure basic macro tree transducer with one context parameter \( ys \). It is not simple.

Notice that this is not a tree transducer in the classical sense, since the functor \( \Sigma = \Delta \) for the input and output data type (see Observation 6.1.1.4) is polynomial rather than just bicartesian (compare Example 3.1.2.1). As we will see later, the monadic transducer (Definition 6.3.1.1) makes it possible to describe this kind of polymorphic tree transducers without any additional effort.

6.1.3 The rule of a tree transducer

The body of a tree transducer is a system of defining equations

\[
lhs_1 = rhs_1 \\
\vdots \\
lhs_m = rhs_m
\]

Since every left hand side has a unique right hand side, we can describe these equations by the function \( g_X : lhs_i \mapsto rhs_i \) where \( X \) is the set of variables occurring in the equations. We call this function the rule of the tree transducer. The type of this function depends on the syntactic class of the tree transducer. We give an overview over the syntactic classes of tree transducers that we have defined (and some more) and the types of their rules in Table 6.1 where \( \Sigma, \Delta \) are polynomial \textit{Set}-endofunctors; \( Q \) is a cocartesian \textit{Set}-endofunctor; \( X, Y \) are sets; \( k \in \mathbb{N} \); \( A \) is a complete semiring; and \( \mathbb{B} \) is the boolean semiring. The symbol \( \langle \cdot, \cdot \rangle \) will be explained later in Definition 7.1.3.3.

Moreover, every tree transducer rule \( g_X \) is natural in \( X \):

6.1.3.1 Proposition (tree transducer rules are natural transformations).

Every tree transducer rule can be uniquely extended to a natural transformation, and vice versa every natural transformation of the appropriate type can be restricted to a tree transducer rule.
### 6.1 Tree transducers as functional programs

<table>
<thead>
<tr>
<th>syntactic class</th>
<th>class of tree transformations</th>
<th>type of rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>homomorphism</td>
<td>(HOM)</td>
<td>(T_\Delta X) ← (\Sigma X)</td>
</tr>
<tr>
<td>top-down</td>
<td>(TOP)</td>
<td>(T_\Delta (QX)) ← (Q(\Sigma X))</td>
</tr>
<tr>
<td>simple basic macro</td>
<td>(sb-MAC)</td>
<td>(T_\Delta (Y + A_k(QX)) Y) ← (A_k(Q(\Sigma X)) Y)</td>
</tr>
<tr>
<td>basic macro</td>
<td>(b-MAC)</td>
<td>(T_\Delta (Y + A_k(QX)(T_\Delta Y))) ← (A_k(Q(\Sigma X)) Y)</td>
</tr>
<tr>
<td>macro</td>
<td>(MAC)</td>
<td>(T_\Delta + A_k(QX) Y) ← (A_k(Q(\Sigma X)) Y)</td>
</tr>
<tr>
<td>top-down tree-series</td>
<td>(TOP_A)</td>
<td>(A(\langle T_\Delta (QX) \rangle)) ← (Q(\Sigma X))</td>
</tr>
<tr>
<td>nondeterm. top-down</td>
<td>(TOP_B)</td>
<td>(B(\langle T_\Delta (QX) \rangle)) ← (Q(\Sigma X))</td>
</tr>
<tr>
<td>bottom-up</td>
<td>(BOT)</td>
<td>(Q(T_\Delta X)) ← (\Sigma (QX))</td>
</tr>
</tbody>
</table>

Table 6.1: Some classes of tree transducers

**Proof.** We begin with a precise formalization of the statement:

Let \(\Sigma = (\Sigma, \text{rank}\Sigma)\) and \(\Delta\) be ranked alphabets and \(X = \{x_1, x_2, x_3, \ldots\}\) a countably infinite set. As described in [Definition 6.1.1.1](#) we can view these as \(\text{Set}\)-endofunctors.

We formalize and prove the statement for homomorphism tree transducers only. It can be generalized mechanically to other subsets of \(T_{\Delta X}\).

We define the sets \(L = \{\sigma^* x_1 \cdots x_{\text{rank}\Sigma} \sigma \mid \sigma \in \Sigma\} = \Sigma X \cap T^{\Delta X}\) of left hand sides and \(R = \{r : T_\Delta X \leftarrow L \mid \forall \ell \in L. \text{var}_X(r\ell) \subseteq \text{var}_X \ell\}\) of tree transducer rules. Finally, we define the function \(\Psi\) by

\[
\Psi : R \leftarrow \text{End } \text{Set}(T_\Delta, \Sigma)
\]

where \(\text{End } \text{Set}(T_\Delta, \Sigma)\) denotes the set of all natural transformations to \(T_\Delta\) from \(\Sigma\) and \(\varphi_X|_L\) denotes the restriction of the function \(\varphi_X\) on the set \(L\).

The statement may now be given as follows: The function \(\Psi\) is a bijection.

Now we are going to prove that statement: We will show that the inverse of \(\Psi\) is the function \(\hat{\cdot}\) given for every \(r \in R\), for every set \(Y\), every \(k \in \mathbb{N}_0\), \(\sigma \in \Sigma^{(k)}\), and \(y_1, \ldots, y_k \in Y\) by

\[
(\hat{r})_Y(\sigma^* y_1 \cdots y_k) = T_\Delta f(\sigma^* x_1 \cdots x_k) \text{ where } f : Y \leftarrow \{x_1, \ldots, x_k\} : y_i \leftarrow x_i.
\]

Notice, that the above definition of \(f\) is possible because the variables \(\{x_1, \ldots, x_k\}\) are pairwise distinct. We have to prove the following four statements:

(i) The values of \(\Psi\) are indeed elements of \(R\):

Let \(\varphi : T_\Delta \leftarrow \Sigma\) and \(\ell \in L\). We assume that there exists an \(x \in X\) such that \(x \in \text{var}_X(\Psi \varphi|_\ell)\) but \(x \notin \text{var}_X \ell\). Let \(x' \in X \setminus \text{var}_X(\Psi \varphi|_\ell)\). We define \(h : X \leftarrow X\)
by \( hx = x' \) and \( h|_{X\setminus\{x,x'\}} = id \).

\[
\begin{align*}
g_X \ell \\
&= \{ h|_{var_X \ell} = id \} \\
g_X(\Sigma h \ell) \\
&= \{ \text{naturalness of } g, \text{ i.e. } g_X \cdot \Sigma h = T\Delta h \cdot g_X \} \\
T\Delta h(g_X \ell) \\
&\neq \{ x' \in var_X(T\Delta h(g_X \ell)) \setminus var_X(g_X \ell) \} \\
g_X \ell.
\end{align*}
\]

And thus by contraposition \( var_X(\Psi \ell) \subseteq var_X \ell \).

(ii) The values of \( \hat{\cdot} \) are indeed natural transformations:

Let \( \hat{\cdot} = \hat{\cdot}. \) Let \( Y \) and \( Z \) be sets, \( h : Y \leftarrow Z, \{y_1, \ldots, y_k\} \subseteq Y, \{z_1, \ldots, z_k\} \subseteq Z, \)

\( fx_i = hz_i, \) and \( gx_i = z_i. \)

\[
\begin{align*}
g_Y(\Sigma h(\sigma'z_1 \cdots z_k)) \\
&= \{ \text{definition of } \Sigma \text{ in } \text{Definition 6.1.1.1} \} \\
g_Y(\sigma(hz_1) \cdots (hz_k)) \\
&= \{ \text{definition of } \hat{\cdot} \} \\
T\Delta f(r(\sigma'x_1 \cdots x_k)) \\
&= \{ f = h \cdot g \} \\
T\Delta(h \cdot g)(r(\sigma'x_1 \cdots x_k)) \\
&= \{ T\Delta \text{ is a functor} \} \\
T\Delta h(T\Delta g(r(\sigma'x_1 \cdots x_k))) \\
&= \{ \text{definition of } \hat{\cdot} \} \\
T\Delta h(g_Z(\sigma'z_1 \cdots z_k))
\end{align*}
\]

And thus \( g_Y \cdot \Sigma h = T\Delta h \cdot g_Z. \)

(iii) Obviously \( \Psi \cdot \hat{\cdot} = id \) because \( \hat{\cdot} \) is an extension and \( \Psi \) the according restriction.

(iv) \( \hat{\cdot} \cdot \Psi = id: \)
6.2 Monads and Monad transformers

Let $Y$ be a set, $\rho : T_\Delta \hookrightarrow \Sigma$, and $\sigma\cdot y_1 \cdots y_k \in \Sigma Y$.

$$
\begin{align*}
\overbraced{\Psi_{\rho Y}(\sigma\cdot y_1 \cdots y_k)} & = \{ \text{definition of } \Psi \} \\
\overbraced{\rho_{X|_{LY}}(\sigma\cdot y_1 \cdots y_k)} & = \{ \text{definition of } \cdot \text{ with } fx_i = y_i \} \\
T_\Delta f(\rho_{X}(\sigma\cdot x_1 \cdots x_k)) & = \{ \text{naturalness of } \rho, \text{i.e. } T_\Delta f \cdot \rho_X = \rho_Y \cdot \Sigma f \} \\
\rho_Y(\Sigma f(\sigma\cdot x_1 \cdots x_k)) & = \{ \text{definition of } \Sigma \text{ in Definition 6.1.1.1} \} \\
\rho_Y(\sigma\cdot y_1 \cdots y_k) & = \square
\end{align*}
$$

6.2 Monads and Monad transformers

A monad $T = (T, \eta, \mu)$ over a category $C$ is a triple consisting of a $C$-endofunctor $T$ and two natural transformations $\eta : T \hookrightarrow \text{Id}$ and $\mu : T \hookrightarrow T^2$ which have to satisfy some axioms (see Definition 4.4.1.1). The category of all monads together with all monad morphisms (i.e. natural transformations commuting with the monadic operations, see Definition 4.4.3.1) is denoted by $\text{Mnd}_C$.

The intuition for a monad, that we will need is, that it can be viewed as a description of a recursive data structure together with a notion of substitution.

An important example are the tree monads:

6.2.1 Tree monads and free monads

Consider a $\text{Set}$-endofunctor $\Sigma$ induced by a ranked alphabet. Then $T_\Sigma X \cong \mu(\Sigma + X)$ denotes the set of all $\Sigma$-terms over $X$. It is easy to see that $(T_\Sigma, \cdot(\cdot), (\cdot)^\dagger)$ is a Kleisli triple, i.e. the embedding of variables into trees $\cdot(\cdot)$ and the substitution $(\cdot)^\dagger$ satisfy the axioms (i)–(iii) given in Definition and Lemma 4.4.1.3. Moreover the according monad $(T_\Sigma, \eta, \mu)$ is a free monad (Definition 4.4.3.1) over $\Sigma$ with universal arrow $u_\Sigma$ given by $(u_\Sigma)_X = id_{T_\Sigma |_{\Sigma X}}$ (see Theorem 4.3.2.7, Theorem 4.4.4.5 and Corollary 4.4.4.7). Thus a free monad over a $\text{Set}$-endofunctor $\Sigma$ induced by a ranked alphabet describes the free term-algebra together with the common term-substitution.

We will use monads (which are not necessarily free) to express the calculations of the right hand sides of tree transducer rules during the computation. And we will use free...
monads to describe the input (and output) terms of tree transducers. Moreover we will use the (UP) of free monads to define a denotational semantics for tree transducers.

We know that varietors have free monads (Theorem 4.4.4.5). We denote the free monad over a varietor $\Sigma$ by $\Sigma^*$ and its underlying endofunctor by $T_{\Sigma} = |\Sigma^*|$ (Definition 4.4.3.1).

The theory of tree transducers can be modeled in the category $\mathbf{Set}$ or even in the full subcategory $\mathbf{Set}_{\mathbb{N}_0}$, because sets of terms over finite ranked alphabets are countable. Thus we may choose one of the following to get the existence of the free monads we need:

(i) Every polynomial $\mathbf{Set}$-endofunctor is a varietor (Theorem 4.3.2.7).

(ii) Every $\mathbf{Set}_{\mathbb{N}_0}$-endofunctor is a varietor (Proposition 4.1.7.8 & Corollary 4.3.2.6).

In case (i) we have to verify that the functors we deal with are indeed polynomial. In case (ii) we have to be careful, since $\mathbf{Set}_{\mathbb{N}_0}$ lacks many of the convenient properties of $\mathbf{Set}$, e.g. $\mathbf{Set}_{\mathbb{N}_0}$ is not cartesian closed, since function spaces may be uncountable.

However, for us the choice (ii) is more convenient, since $(\mathbf{Mnd} \mathbf{Set}_{\mathbb{N}_0}, |\cdot|)$ has free objects and thus $(\cdot)^* \vdash |\cdot|$ (Proposition 4.1.7.8 & Corollary 4.4.4.6).

6.2.2 Monad transformers

One part of the monadic transducer, which we define later in Definition 6.3.1.1, is an endofunctor on the category of all monads (on some category). Such a functor is sometimes called a monad transformer [Mog90].

Many different definitions of monad transformers exist in the literature. In [Hin00] a monad transformer $(H, \pi, \omega)$ is an endofunctor $H$ mapping monads onto monads together with two natural transformations $\pi : H \leftarrow \text{id}$ (called promote or lift) and $\omega : \text{id} \leftarrow H$ (called observe). We will need a natural transformation $\omega : |\cdot|_0 \cdot |\cdot|_{\Sigma^*} \leftarrow |\cdot|_0 \cdot |\cdot|_{\Sigma}$ to observe the final result of the monadic computation. However, this function $\omega$ will not be part of our definition of a monad transformer.

6.2.2.1 Definition (monad transformer). A pointed functor $(F, \pi)$ on a category $\mathcal{C}$ is a pair consisting of a $\mathcal{C}$-endofunctor $F$ and a natural transformation $\pi : F \leftarrow \text{id}_\mathcal{C}$. A monad transformer on $\mathcal{C}$ is a pointed functor on the category of monads $\mathbf{Mnd} \mathcal{C}$.

In the following two subsections we will see how to construct monad transformers from adjunctions or coproducts of monads:

6.2.3 Monad transformers from adjunctions

6.2.3.1 Lemma (composition of an adjunction and a monad). Let $(\eta, \varepsilon) : Q \dashv U : \mathcal{C} \leftarrow \mathcal{D}$ be an adjunction and $T = (T, \tilde{\eta}, \mu)$ be a monad on $\mathcal{D}$. Then

$$S = (U \cdot T \cdot Q, U\tilde{\eta}Q \cdot \eta, U(\mu \cdot T\varepsilon T)Q)$$

is a monad on $\mathcal{C}$. 
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Proof. According to Proposition 4.4.4.3 we have an adjunction \((\tilde{\eta}, \tilde{\varepsilon}) : F^T \dashv U^T\) with
\[
(U^T \cdot F^T, \tilde{\eta}, U^T \tilde{\varepsilon} F^T) = T. \quad (*)
\]
We compose this adjunction with the adjunction \((\eta, \varepsilon) : Q \dashv U\) as described in Lemma 4.3.4.5 and get the adjunction
\[
(U \eta Q \cdot \eta, \tilde{\varepsilon} \cdot F^T \varepsilon U^T) : F^T \cdot Q \dashv U \cdot U^T
\]
which itself gives rise to a monad (see Lemma 4.4.4.1):
\[
(U \cdot U^T \cdot F^T \cdot Q, U \tilde{\eta} Q \cdot \eta, (U \cdot U^T)(\tilde{\varepsilon} \cdot F^T \varepsilon U^T)(F^T \cdot Q)).
\]
We claim that the latter is equal to \(\mathcal{S}\) which would finish our proof. The first components can seen to be equal using the fact \(U^T \cdot F^T = T\) from \((*)\). The second components are equal. To show that the third components are equal as well we use \((*)\) and calculate:
\[
(U \cdot U^T)(\tilde{\varepsilon} \cdot F^T \varepsilon U^T)(F^T \cdot Q) = U(U^T \tilde{\varepsilon} F^T \cdot \varepsilon U^T)(F^T \cdot Q)
\]
\[
= \mu = T = T Q. \quad \Box
\]

We have just seen the function \(U \cdot T \cdot Q \leftrightarrow T\). For the following it will be useful to give it a name:

6.2.3.2 Definition. Let \(\mathcal{C}, \mathcal{D}, \mathcal{E}\), and \(\mathcal{F}\) be categories. We define the binary operator \(\leftrightarrow\) for every \(\alpha \in \text{Mor} \mathcal{C}^\mathcal{D}\) and \(\beta \in \text{Mor} \mathcal{E}^\mathcal{F}\) by
\[
\forall H \in \text{Ob} \mathcal{D}^\mathcal{E}. \ (\alpha \leftrightarrow \beta)_H = \alpha * id_H * \beta.
\]
Using Definition and Lemma 4.1.3.7, Lemma 4.1.3.8, and Definition and Lemma 4.1.3.6 it is easy to see that \(\leftrightarrow\) is a bifunctor
\[
\cdot \leftrightarrow \cdot : (\mathcal{C}^\mathcal{F})^\mathcal{D}^\mathcal{E} \leftrightarrow \mathcal{C}^\mathcal{D} \times \mathcal{E}^\mathcal{F}
\]
where the value of \(\leftrightarrow\) applied to a pair of objects \(F \in \text{Ob} \mathcal{C}^\mathcal{D}\) and \(G \in \text{Ob} \mathcal{E}^\mathcal{F}\) is given by
\[
\forall \varphi \in \text{Mor} \mathcal{D}^\mathcal{E}. \ (F \leftrightarrow G)\varphi = F\varphi G
\]
where \(F \leftrightarrow G\) is a functor
\[
F \leftrightarrow G : \mathcal{C}^\mathcal{F} \leftrightarrow \mathcal{D}^\mathcal{E}
\]
given on objects \(H \in \text{Ob} \mathcal{D}^\mathcal{E}\) by \((F \leftrightarrow G)H = F \cdot H \cdot G\). Notice, that the latter makes \(\leftrightarrow\) to a bifunctor
\[
\cdot \leftrightarrow \cdot : \text{CAT} \leftrightarrow \text{CAT} \times \text{CAT}^{\text{op}}. \quad \Box
\]
6.2.3.3 Lemma. The binary operator \( \bullet \) is a functor

\[
\bullet \colon \text{CAT} \to \text{CAT} \times \text{CAT}^{\text{op}}
\]

which is given on objects by

\[
\forall \mathcal{C}, \mathcal{D} \in \text{Ob}\, \text{CAT}, \mathcal{C} \langle \mathcal{D} \rangle = \mathcal{D}.
\]

Proof. Let \( \mathcal{C}, \mathcal{D}, \mathcal{E}, \) and \( \mathcal{F} \) be categories. Let \( F, F', G, G' : \mathcal{C} \langle \mathcal{D} \rangle \) and \( H, H', I, I' : \mathcal{E} \langle \mathcal{F} \rangle \). Let \( \alpha : F \to F' \), \( \beta : G \to G' \), \( \gamma : H \to H' \) and \( \delta : I \to I' \). Then

\[
(\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle = (\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle
\]

\[
(\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle = (\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle
\]

\[
(\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle = (\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle
\]

\[
(\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle = (\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle
\]

\[
(\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle = (\alpha \cdot \beta) \langle \gamma \cdot \delta \rangle
\]

6.2.3.4 Definition. Let \( Q : \mathcal{C} \langle \mathcal{D} \rangle \) be a left adjoint functor. We use the construction from \[\text{Lemma 6.2.3.1} \] to define a functor \( Q : \text{Mnd} \langle \mathcal{D} \rangle \rightarrow \text{Mnd} \langle \mathcal{C} \rangle \) by

\[
\forall (T, \eta, \mu) \in \text{Ob} (\text{Mnd} \langle \mathcal{C} \rangle), Q(T, \eta, \mu) = (U \cdot T \cdot Q, U \eta Q \cdot \eta, U(\mu \cdot T \varepsilon T)Q),
\]

\[
\forall h \in \text{Mor} (\text{Mnd} \langle \mathcal{C} \rangle), Qh = UhQ
\]

where \( (\eta, \varepsilon) : Q \dashv U \) is an adjunction. That \( Q \) is indeed a functor follows from \[\text{Definition and Lemma 4.1.3.6} \] and the fact that \( U \) is a functor. Moreover \( Q \) is a concrete functor \( Q : (\text{Mnd} \langle \mathcal{D} \rangle, \text{Mnd} \langle \mathcal{C} \rangle) \rightarrow (\text{Mnd} \langle \mathcal{F} \rangle, \text{Mnd} \langle \mathcal{C} \rangle) \). Notice that \( Q \) depends on the choice of the right adjoint \( U \). However, according to \[\text{Lemma 4.3.4.5} \] \( Q \) determines \( U \) uniquely up to isomorphism.

6.2.3.5 Lemma. The function \( \overline{\tau} \) from \[\text{Definition 6.2.3.4} \] is a functor

\[
\overline{\tau} \colon \text{CAT} \langle \text{LeftAdj}^{\text{op}} \rangle
\]

where \( \text{LeftAdj}^{\text{op}} \) denotes the subcategory of \( \text{CAT} \) where the morphisms are all left adjoint functors (see \[\text{Corollary 4.3.4.6} \]).
Proof. Obviously $\overline{\alpha} = \text{id}$. Let $Q, Q' : C \leftrightarrow \mathcal{D}$ be left adjoint endofunctors with adjunctions $Q \dashv U$ and $Q' \dashv U'$, respectively. Then $Q' \cdot Q \dashv U \cdot U'$ is an adjunction according to Lemma 4.3.4.6 We show that $\overline{Q \cdot Q'} = \overline{Q} \cdot \overline{Q'}$ holds by pointwise calculation for all $h \in \text{Mor}(\text{Mnd } \mathcal{D})$ as follows: $(\overline{Q \cdot Q'})h = \overline{Q(Q'h)} = U(U'hQ')Q = (U \cdot U')h(Q' \cdot Q) = \overline{Q' \cdot Q}$. 

6.2.3.6 Lemma. The bifunctor $\mapsto$ preserves adjunctions: Let $Q, U, Q'$, and $U'$ be functors. Then

$$Q \dashv U \land Q' \dashv U' \implies \langle Q \mapsto U' \rangle \dashv \langle U \mapsto Q' \rangle.$$ 

Proof. We claim that

$$\langle \eta, \varepsilon \rangle : Q \dashv U \land \langle \eta', \varepsilon' \rangle : Q' \dashv U' \implies \langle \eta \mapsto \eta', \varepsilon \mapsto \varepsilon' \rangle : \langle Q \mapsto U' \rangle \dashv \langle U \mapsto Q' \rangle$$

holds. We have to show that $\eta \mapsto \eta'$ and $\varepsilon \mapsto \varepsilon'$ satisfy the axioms of an adjunction given in Definition 4.3.4.1

$$(\varepsilon \mapsto \varepsilon')(Q \mapsto U') \cdot (Q \mapsto U')(\eta \mapsto \eta') = \{ \text{Definition 6.2.3.2} \}$$

$$(\varepsilon \mapsto \varepsilon')(Q \mapsto U') \cdot (Q \mapsto U')(\eta \mapsto \eta') = \{ \text{Definition 6.2.3.2} \}$$

$$(\varepsilon \mapsto \varepsilon')(Q \mapsto U') \cdot (Q \mapsto U')(\eta \mapsto \eta') = \{ \text{Definition 6.2.3.2} \}$$

And similar $(U \mapsto Q')(\varepsilon \mapsto \varepsilon')(U \mapsto Q')(\eta \mapsto \eta') = \text{id}_{\text{Mnd } \mathcal{C}}$.

6.2.3.7 Proposition. Let $\mathcal{C}$ be a category. The bifunctor $\mapsto : \text{End}^2 \mathcal{C} \mapsto \text{End} \mathcal{C} \times \text{End} \mathcal{C}$ can be extended to a concrete bifunctor:

$$\mapsto : (\text{Mnd}(\text{End} \mathcal{C}), |, |) \mapsto (\text{Mon} \mathcal{C}, |, |) \times (\text{Mnd} \mathcal{C}, |, |)$$

Proof. We define $\mapsto$ on monads $(T, \eta, \mu)$ and $(\tilde{T}, \tilde{\eta}, \tilde{\mu})$ on $\mathcal{C}$ by

$$(T, \eta, \mu) \mapsto (\tilde{T}, \tilde{\eta}, \tilde{\mu}) = (\mapsto T, \eta \mapsto \tilde{\eta}, \mu \mapsto \tilde{\mu}).$$

(*)

First we have to show that the right hand side of (*) is indeed a monad: We could just verify the monad axioms. But we will do it a little more complicated: By means of
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Proposition 4.4.4.3 we have adjunctions \((\eta, \varepsilon) : T \Rightarrow 1\) and \((\tilde{\eta}, \tilde{\varepsilon}) : \tilde{T} \Rightarrow 1\) such that
\((U \cdot F, \eta, U \cdot \varepsilon F) = T\) and \((\tilde{U} \cdot \tilde{F}, \tilde{\eta}, \tilde{U} \cdot \tilde{\varepsilon} F) = \tilde{T}\). Then \((\eta \Rightarrow \tilde{\eta}, \varepsilon \Rightarrow \tilde{\varepsilon}) : (F \Rightarrow \tilde{F}) \Rightarrow (T \Rightarrow \tilde{T})\) is an adjunction according to Lemma 6.2.3.6 Using Lemma 4.4.4.1 we can make this into a monad \((U \cdot T, \eta \cdot \varepsilon)\). The latter is equal to the right hand side of \((*)\) which can easily be seen using Definition 6.2.3.2 Notice, that we in fact derived the right hand side of \((*)\) rather that just verifying that it is a monad.

It remains to show that \(\Rightarrow\) maps monad morphisms onto monad morphisms: Let \(h : T \Rightarrow T'\) and \(\tilde{h} : \tilde{T} \Rightarrow \tilde{T}'\) be monad morphisms. We have to show \(h \Rightarrow \tilde{h} : (T \Rightarrow \tilde{T}) \Rightarrow (T' \Rightarrow \tilde{T}')\) i.e. we have to verify the axioms of a monad morphism given in Definition 4.4.3.1 (i). We will only show that \(h \Rightarrow \tilde{h}\) respects joins:

\[
(h \Rightarrow \tilde{h}) : (\mu \Rightarrow \tilde{\mu}) : (h \Rightarrow \tilde{h})
\]

Equality follows from Lemma 6.2.3.3 Equality follows from Definition 6.2.3.2 Equality follows from precondition

Similarity \(h \Rightarrow \tilde{h}\) respects units also.

6.2.3.8 Definition. We define the functor \(\mathcal{L} : \text{LeftAdj} \leftarrow \text{LeftAdj}\) for every left adjoint functor \(Q\) by

\[
\mathcal{L}Q = Q \Rightarrow U
\]

where \(U\) is a right adjoint of \(Q\). Notice that \(\mathcal{L}\) is determined uniquely up to isomorphism with Lemma 4.3.4.8 That \(\mathcal{L}\) is indeed a functor follows from Lemma 4.3.4.5 and Definition 6.2.3.2 Finally \(\mathcal{L}\) preserves left adjoint functors due to Lemma 6.2.3.6

6.2.3.9 Lemma. Let \(Q \dashv U : \mathcal{C} \leftarrow \mathcal{D}\) be an adjunction and \(T\) and \(T'\) be monads on \(\mathcal{C}\). Then:

\[
Q \Rightarrow U(T \Rightarrow T') \cong Q_T \Rightarrow QT'
\]

Proof. Let \(T = (T, \eta, \mu)\), \(T' = (T', \eta', \mu')\), and \((\tilde{\eta}, \tilde{\varepsilon}) : Q \Rightarrow U\). With Lemma 6.2.3.6 we get:

\[
(\tilde{\eta} \Rightarrow \tilde{\eta}, \tilde{\varepsilon} \Rightarrow \tilde{\varepsilon}) : (Q \Rightarrow U) \Rightarrow (U \Rightarrow Q).
\]

(*)
6.2 Monads and Monad transformers

We calculate:

\[ Q \mapsto U(T \mapsto T') = \{ \text{Proposition 6.2.3.7} \} \]
\[ Q \mapsto U(T \mapsto T', \eta \mapsto \eta', \mu \mapsto \mu') = \{ (\ast) \& \text{Definition 6.2.3.4} \} \]
\[
\left((U \mapsto Q)(T \mapsto T')(Q \mapsto U), (U \mapsto Q)(\eta \mapsto \eta')(Q \mapsto U) \cdot (\tilde{\eta} \mapsto \tilde{\eta}),
(U \mapsto Q)((\mu \mapsto \mu') \cdot (T \mapsto T')(\varepsilon \mapsto \varepsilon)(T \mapsto T')(Q \mapsto U))\right)
\]
\[ = \{ \text{Definition 6.2.3.2} \}
\]
\[
(U \cdot T \cdot Q \mapsto U \cdot T' \cdot Q, U\eta Q \cdot \tilde{\eta} \mapsto U\eta' Q \cdot \tilde{\eta}, U(\mu \cdot T \varepsilon T)Q \mapsto U(\mu' \cdot T' \varepsilon T')Q)
\]
\[ = \{ \text{Proposition 6.2.3.7} \}
\]
\[
(U \cdot T \cdot Q, U\eta Q \cdot \tilde{\eta}, U(\mu \cdot T \varepsilon T)Q) \cdot (U \cdot T' \cdot Q, U\eta' Q \cdot \tilde{\eta}, U(\mu' \cdot T' \varepsilon T')Q)
\]
\[ = \{ \text{Definition 6.2.3.4} \}
\]
\[ \overline{Q} T \mapsto \overline{Q} T' \]

6.2.3.10 Lemma. Let \((\eta, \varepsilon) : Q \dashv U : C \rightarrow C\) be an adjunction where \(Q\) is a cocartesian endofunctor. Then \(Q\) is a monad transformer.

Proof. Since \(Q\) is cocartesian we have a product \((Q \mapsto t_q \cdot \text{Id})_{q \in Q}\) where \(Q\) is a finite set. We claim that \((\overline{Q}, \pi)\) is a pointed functor where for every monad \(T = (T, \tilde{\eta}, \mu)\):
\[
\pi_T = U[T t_q]_{q \in Q} \cdot \eta T
\]
where \(m = [T t_q]_{q \in Q}\) denotes the unique mediating morphism satisfying \(\forall q \in Q, m \cdot t_q = T t_q\). That \(\pi\) is indeed natural in \(T\) and that \(\pi\) is a monad morphism (i.e. it respects units and joins according to Definition 4.4.3.1) can be demonstrated by straightforward calculations.

6.2.4 Monad transformers from coproducts of monads

The coproduct of monads on a category \(C\) is just the usual coproduct in the category \(\text{Mnd} \ C\).

Colimits of monads have been studied in [Kel80]. Coproducts of monads have been used in [LG02a, LG02b] to construct monad transformers.

6.2.4.1 Lemma (coproduct of free monads). Let \(C\) be a cocartesian category and \(\Sigma\) and \(\Delta\) be \(C\)-varietors. Then:
\[
\Sigma^* + \Delta^* \cong (\Sigma + \Delta)^*
\]
**Proof.** The free functor \((\cdot)^+\) mapping a varietor onto its free monad is left adjoint and thus preserves coproducts [Proposition 4.3.4.9].

### 6.2.4.2 Definition and Lemma
Let \(C\) be a cocartesian category with initial object 0 and \(A\) a \(C\)-object. Let us denote the left and right injections of binary coproducts by \(\hat{\iota}\) and \(\check{\iota}\), respectively.

(i) \(A^+ = ((A + \cdot), \check{\iota}, [\hat{\iota}, \text{id}])\) is a monad on \(C\).

(ii) The monad \(A^+\) is free over \(A\).

(iii) The function \((\cdot)^+\) is a functor
\[
(\cdot)^+: \text{Mnd} C \leftarrow C
\]
defined on \(C\)-morphisms \(f\) by \(f^+ = f + \text{id}\).

**Proof.** (i) Elementary.

(ii) We claim that \((u_A)^X = \check{\iota}_{(A, X)}\) is a universal arrow, i.e. for every monad \(T = (T, \eta, \mu)\) and every \(\varphi: T \leftarrow A\) there exists a unique \(\varphi/u_A: T \leftarrow A^+\) such that \(\varphi/u_A \cdot u_A = \varphi\). This can easily be verified for \(\varphi/u_A = [\varphi, \eta]\) using the UP of the coproduct.

(iii) Since \(\cdot\) and + are functors \((\cdot)^+\) is also a functor. That \((\cdot)^+\) maps onto monad morphisms can easily be checked.

### 6.2.4.3 Definition (abstraction functor)
Let \(C\) be a category and \(I \in \text{Ob} C\).

(i) We define the functor \(\Lambda_I: C \leftarrow \text{End} C\) by
\[
\forall T \in \text{Ob}(\text{End} C). \Lambda_I T = TI \quad \text{and} \quad \forall h \in \text{Mor}(\text{End} C). \Lambda_I h = h_I.
\]
That this is indeed a functor is easy to see, using the definition of the horizontal composition of natural transformations.

(ii) We define the functor \(|\cdot|_I: C \leftarrow \text{Mnd} C\) by \(\Lambda_I \cdot |\cdot|\) where \((\text{Mnd} C, |\cdot|)\) is the concrete category of monads on \(C\) and \(|\cdot|: \text{End} C \leftarrow \text{Mnd} C\) the default forgetful functor mapping a monad onto its underlying endofunctor. Thus in particular \(|(T, \eta, \mu)|_0 = T0\).

### 6.2.4.4 Corollary
Let \(C\) be a category such that \(\text{Mnd} C\) is cocartesian. Then:

(i)
\[
(\cdot)^+: (\text{Mnd}(\text{Mnd} C), |\cdot| \cdot |\cdot|_{\mathcal{C}}) \leftarrow (\text{Mnd} C, |\cdot|)
\]
is a semi-concrete functor.
(ii) For every monad $T$ on $C$ the functor $(T + \cdot) = |T^+|$ is a monad transformer: $((T + \cdot), \hat{\ell})$ where $\hat{\ell}$ denotes a right injection into the coproduct of two monads.

We have already seen how to construct a coproduct of two free monads. The following theorem gives us a coproduct of a free monad and an arbitrary monad:

**6.2.4.5 Theorem.** Let $Q \dashv U : C \leftarrow D$ and $\Delta : D \leftarrow D$ such that $\Delta$ and $Q \Delta \cdot U$ have free monads. Then:

$$Q \otimes C + \Delta^* \cong (Q \cdot \Delta \cdot U)^* \text{ natural in } \Delta.$$  

**Proof.** Using Corollary 4.4.4.7 and the rolling rule (Corollary 4.1.7.6) the right hand side can be shown to be isomorphic to the *resumptions monad* from [CM93]. Then we can apply Proposition 5.3 of [SP00] as demonstrated in Theorem 4 and Corollary 2 of [HPP02].

**6.2.4.6 Corollary.** Let $Q$ be left adjoint. Then:

$$(\cdot)^* \cdot (\cdot)^+ \cdot Q \cong EQ \cdot (\cdot)^* \cdot (\cdot)^+$$

provided the coproducts exist.

**Proof.** Let $Q \dashv U$. We can generalize [Theorem 6.2.4.5] to

$$Q \otimes T + \Delta^* \cong Q(T + (Q \cdot \Delta \cdot U)^*) \text{ natural in } \Delta.$$  

Then the assertion is just a point free version of the latter equation.

**6.2.4.7 Corollary.** For every $C$-object $A$ we have a concrete functor

$$(A^+ + \cdot) : (\mnd C, \cdot | \cdot) \leftarrow \left( \mnd C, (\Id \leftrightarrow (A + \cdot)) \cdot | \cdot \right).$$

**6.3 Monadic transducers**

A monadic transducer is a generalization of a tree transducer described in terms of category theory. The advantage of monadic transducers is a higher level of abstraction which leads to much more elegant proofs and enables us to treat different kinds of tree transducers (homomorphism, top-down, tree-series, . . .) in a unified framework. Monadic transducers can be used to give denotational semantics to fragments of functional programs. We will use this denotational semantics to prove the correctness of our monadic fusion.
6.3.1 Syntax and semantics of monadic transducers

6.3.1.1 Definition (monadic transducer). Let $C$ be a category which has an initial object 0 and let $\Sigma, \Delta : C \leftarrow C$ be varietors. A triple $M = (H, g, \omega)$ is called a monadic transducer (to $\Delta$ from $\Sigma$) on $C$ if

1. $H : \text{Mnd} C \leftarrow \text{Mnd} C$ (called pattern) is an endofunctor,
2. $\rho : |H\Delta^*| \leftarrow \Sigma$ (called rule), and
3. $\omega : |.|_0 \cdot |.| \cdot |.|^\Delta \leftarrow |.|_0 \cdot H \cdot |.|^\Delta$ (called observe) are natural transformations.

We denote this by $M = (H, g, \omega)$.

In the above definition we used $|.|_0 : C \leftarrow \text{Mnd} C$ from Definition 6.2.4.3 (ii) and $|.|^\Delta : \text{Mnd} C \leftarrow (\text{Mnd} C)^\Delta$ from Definition 4.1.7.1, with the convention $\Delta^* = (\Delta^*)^\circ$.

We define the semantics of a monadic transducer in two phases (corresponding to Step 2 and Step 3 from the motivation in the beginning of Chapter 6): We wait with Step 1 until Section 6.4 where we are going to describe tree transducers of different syntactic classes as monadic transducers. The first phase corresponds to Step 2: from the motivation in the beginning of Chapter 6.

6.3.1.2 Definition (generalized semantics of a monadic transducer). Let $M = (H, g, \omega) : \Delta \leftarrow \Sigma$ be a monadic transducer on $C$. Since $\Sigma^*$ is free over $\Sigma$, there exists a universal arrow $u_\Sigma : T_\Sigma \leftarrow \Sigma$ (see Theorem 4.4.4.5 and Definition 4.3.1.2). Then there exists a unique monad morphism $\langle M \rangle : H\Delta^* \leftarrow \Sigma^*$ such that $\langle M \rangle \cdot u_\Sigma = \rho$ holds:

\[
\begin{array}{c}
H\Delta^* \leftarrow \Sigma^* \\
\langle M \rangle \\
\end{array}
\]

The underlying natural transformation $\langle M \rangle : |H\Delta^*| \leftarrow T_\Sigma$ is called the generalized semantics of $M$. The generalized semantics is independent from $\omega$. However, it depends on the choice of the universal arrow $u_\Sigma$. To make things simpler, we choose for every varietor $\Sigma$ a universal arrow $u_\Sigma$ from $\Sigma$ (to the free monad over $\Sigma$) and use this choice implicitly for the generalized semantics of every monadic transducer. To simplify our notation we will sometimes omit the forgetful functor $|.|$ on morphisms.

It is worth mentioning that ‘being a monad morphism’ (Definition 4.4.3.1) is a natural property for the generalized semantics $\langle M \rangle$:

1. $\eta = \langle M \rangle \cdot \eta'$ means that variables will be throughput and
2. $\mu \cdot (\langle M \rangle \ast \langle M \rangle) = \langle M \rangle \cdot \mu'$ states that $\langle M \rangle$ is compositional (or syntax directed).

Thus, in other words, the generalized semantics is the unique compositional (and variable through passing) extension of the rule.
6.3 Monadic transducers

The second phase corresponds to **Step 3:** from the motivation in the beginning of Chapter 6.

6.3.1.3 **Definition (semantics of a monadic transducer).** Let \( \mathcal{M} = (\mathcal{H}, \varrho, \omega) : \Delta \leftarrow \Sigma \) be a monadic transducer on \( \mathcal{C} \) which has an initial object \( 0 \). The **semantics** \( \llbracket \mathcal{M} \rrbracket : \mathcal{T}_0 \leftarrow \mathcal{T}_0 \) of \( \mathcal{M} \) is defined by

\[
\llbracket \mathcal{M} \rrbracket = \omega \cdot \llbracket \mathcal{H} \rrbracket |_0.
\]

6.3.2 **Fusion of monadic transducers**

6.3.2.1 **Definition.** Let \( \mathcal{C} \) be a category. We define the functor \( (\_\_)^* : \text{CAT} \leftarrow \mathcal{C}^{\text{op}} \) on objects by \( \forall A \in \text{Ob} \mathcal{C} \). \( A^* = \mathcal{C}A \). For every \( f : A \leftarrow B \) we define the functor \( f^* : \mathcal{C}B \leftarrow \mathcal{C}A \) on objects by

\[
\forall \varphi \in \text{Ob} \mathcal{C}A, f^* \varphi = \varphi \cdot f.
\]

It is easy to see that the latter induces a unique concrete functor \( f^* : (\mathcal{C}B, |\cdot|_B) \leftarrow (\mathcal{C}A, |\cdot|_A) \).

6.3.2.2 **Definition.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories and \( A \in \text{Ob} \mathcal{D} \). Every functor \( F : \mathcal{C} \leftarrow \mathcal{D} \) induces a functor \( F(A) : \mathcal{C}A \leftarrow \mathcal{D}A \) where \( F \) operates on \( A \)-algebras and on \( A \)-algebra morphisms just in the same way as on \( \mathcal{D} \)-morphism. Obviously, \( F \) maps every \( A \)-algebra \( B \leftarrow AB = A \) onto an \( F(A) \)-algebra \( FB \leftarrow F(A) = FA(FB) \). Since every functor maps commuting diagrams onto commuting diagrams, the functor \( F \) will map \( A \)-algebra morphisms onto \( F(A) \)-algebra morphisms. Moreover, \( F(A) : (\mathcal{C}A, |\cdot|_A) \leftarrow (\mathcal{D}A, |\cdot|_A) \) is concrete. Notice, that this is not possible for \( F \)-algebras in general, since it depends on properties of constant functors.

6.3.2.3 **Definition (fusion of monadic transducers).** Let \( \mathcal{M} = (\mathcal{H}, \varrho, \omega) : \Gamma \leftarrow \Delta \) and \( \mathcal{M}' = (\mathcal{H}', \varrho', \omega') : \Delta \leftarrow \Sigma \) be monadic transducers on \( \mathcal{C} \). The **fusion** \( \mathcal{M} \cdot \mathcal{M}' : \Gamma \leftarrow \Sigma \) of \( \mathcal{M} \) and \( \mathcal{M}' \) is the monadic transducer on \( \mathcal{C} \) defined by

\[
\mathcal{M} \cdot \mathcal{M}' = (\mathcal{H} \cdot \mathcal{H}', \varrho \cdot \omega', \omega'(|\mathcal{M}'| \cdot \mathcal{H}(|\mathcal{M}|))).
\]

Moreover we define for every \( \mathcal{C} \)-varietor \( \Sigma \) the **identity monadic transducer** by

\[
\mathbb{I}_\Sigma = (\text{Id}, u_\Sigma, id_{\mathcal{H}_{\Sigma^*}}) : \Sigma \leftarrow \Sigma.
\]

For the next theorem we will have to calculate with \( (\_ \_)^* \):

6.3.2.4 **Lemma.** Let \( \mathcal{C} \overset{F}{\leftarrow} \mathcal{D} \overset{G}{\leftarrow} \mathcal{E} \), \( FB \overset{f}{\leftarrow} CA \), \( GC \overset{g}{\leftarrow} DB \), and \( X \overset{h}{\leftarrow} DY \). Then:
(i) \((\mathcal{H} h)^\bullet \cdot F(X) = F(Y) \cdot h^\bullet\),
(ii) \(F(G^C) \cdot G(C) = (F \cdot G)^{(C)}\),
(iii) \((F g \cdot f)^\bullet \cdot (F \cdot G)^{(C)} = f^\bullet \cdot F(B) \cdot g^\bullet \cdot G(C)\),
(iv) \((f^\bullet \cdot F(B)) id_B = f\) where \(id_B \in \text{Ob} \mathcal{D}_B\).

**Proof.** We use Definition 6.3.2.1 and Definition 6.3.2.2:

(i) The left and the right hand side of (i) are concrete functors, thus (with Lemma 4.2.1.5) it suffices to show that (i) holds for every object \(\varphi \in \text{Ob} \mathcal{D}_B^\Sigma\):

\[
(F h)^\bullet \cdot F(\varphi) = F(\varphi \cdot h) = (F(Y) \cdot h^\bullet)(\varphi).
\]

(ii) Immediately from the definition.

(iii) With (i) and (ii): \((F g \cdot f)^\bullet \cdot (F \cdot G)^{(C)} = f^\bullet \cdot (F g)^\bullet \cdot F(G^C) \cdot G(C) = f^\bullet \cdot F(B) \cdot g^\bullet \cdot G(C)\).

(iv) \((f^\bullet \cdot F(B)) id_B = f^\bullet (F id_B) = f^\bullet id_B = f\) where \(id_B\) is considered an object.

The following is the main theorem in Chapter 5:

**6.3.2.5 Theorem (monadic fusion).** Let \(\mathcal{M} = (\mathcal{H}, \varrho, \omega) : \Gamma \leftarrow \Delta\) and \(\mathcal{M}^0 = (\mathcal{H}^0, \varrho^0, \omega^0) : \Delta \leftarrow \Sigma\) be monadic transducers on \(\mathcal{C}\). Then the following holds:

(i) \([\mathbb{I} \mathbb{D}] = id\), and
(ii) \([\mathcal{M} \cdot \mathcal{M}^0] = H^0 [\mathcal{M}] \cdot \mathcal{M}^0\).

(iii) The monadic transducers on \(\mathcal{C}\) are the morphisms of a category \(\text{MT} \mathcal{C}\) where composition is fusion and the objects are all \(\mathcal{C}\)-varietors.

(iv) The semantics \([\cdot]\) is a functor: \([\cdot] : \mathcal{C} \leftarrow \text{MT} \mathcal{C}\).

**Proof.** (i) Consider the following diagram:

\[
\begin{array}{ccc}
\Sigma & \xrightarrow{u_\Sigma} & \Sigma \\
|id^*| & \downarrow \mathbb{I} \mathbb{D}_\Sigma & \downarrow \mathbb{I} \mathbb{D}_\Sigma \\
\mathbb{I} \mathbb{D} & \xrightarrow{id_{\mathbb{I} \mathbb{D}}} & \mathbb{I} \mathbb{D}
\end{array}
\]

The outside triangle around \(\mathbb{I}\) commutes trivially and \(\mathbb{I}\) commutes by definition of \([\cdot]\) (Definition 6.3.1.2). Thus \(\mathbb{I}\) also commutes, because \(u_\Sigma\) is universal.
(ii) Let \( \hat{\vartheta} = H'\{M\} \cdot \vartheta' \).

\[
\begin{align*}
\hat{\vartheta} & \quad \vartheta' \quad \vartheta \\
|H' \cdot H| & \quad |H' \cdot H| & \quad T' \\
\{M \cdot M'\} & \quad \{M \cdot M'\} \\
\Sigma & \quad \Sigma
\end{align*}
\]

The outside triangle around \( \theta \theta \theta \) and the triangle \( \vartheta \) commute by definition (Definition 6.3.1.2). Obviously \( \theta \) commutes by definition of \( \hat{\vartheta} \). Thus \( \theta \) also commutes, because \( \nu_{\Sigma} \) is universal.

(iii) We define the category \( \text{MT}\Sigma \) by

\[
\text{Ob}(\text{MT}\Sigma) = \{ \Sigma \mid \Sigma: \mathcal{C} \rightarrow \mathcal{C} \ \text{varietor} \} \\
\text{MT}\Sigma(\Delta, \Sigma) = \{ M \mid M: \Delta \rightarrow \Sigma \ \text{monadic transducer on } \mathcal{C} \}
\]

where the identity for every \( \Sigma \in \text{Ob}(\text{MT}\Sigma) \) is the monadic transducer \( \text{ID}_{\Sigma} \) and composition is fusion. That the identities are neutral elements w.r.t. fusion is obvious by definition. It remains to show that fusion is associative w.r.t. fusion. Let \( \mathcal{M}'' = (H'', \varphi'', \omega'') : \Sigma \rightarrow \Theta \) be a monadic transducer on \( \mathcal{C} \). Then:

\[
(M \cdot M') \cdot \mathcal{M}''
= \{ \text{two times Definition 6.3.2.3} \}
= \left(H'' \cdot H' \cdot H, \ H''\{M \cdot M'\} \cdot \varphi'', \right.
\left. \omega \cdot \omega'\{M\} \cdot H^{(R^*)} \cdot \omega''\{M \cdot M'\} \cdot (H' \cdot H)^{(R^*)}\right)
= \{ \text{Lemma 6.3.2.4 (iii)} \}
= \left(H'' \cdot H' \cdot H, \ H''(H'\{M\} \cdot \{M'\}) \cdot \varphi'', \right.
\left. \omega \cdot \omega'\{M\} \cdot H^{(R^*)} \cdot \omega''(H'\{M\} \cdot \{M'\}) \cdot (H' \cdot H)^{(R^*)}\right)
\]
\[ (H'' \cdot H' \cdot H) (M) \cdot H'' (M') \cdot \sigma'', \quad \omega' \cdot \omega'' ((M'') \cdot H'' (\Delta')) ((M) \cdot H (\Gamma')) \]

= \text{Definition 6.3.2.3} \]

\[ M \cdot (H'' \cdot H, H'' (M') \cdot \sigma'', \omega' \cdot \omega'' ((M'') \cdot H'' (\Delta'))) \]

= \text{Definition 6.3.2.3} \]

\[ M \cdot (M' \cdot M'') \]

(iv) With Definition 6.3.1.3 and (i) we calculate \([\text{ID}_\Sigma] = \text{id}_{\text{id}_\Sigma} \cdot |\text{ID}|_0 = \text{id}_{\text{T}_\Sigma 0}.

Consider the diagram:

The triangles 1 and 2 commute by definition and the square 3 because \(\omega' : |\cdot|_0 : |\cdot|^{\Delta'} \leftarrow |\cdot|_0 : H' \cdot |\cdot|^{\Delta'}\) is natural. The triangle 4 is just an instance of (ii). The triangle 5 commutes due to Lemma 6.3.2.4 (iv) and Definition and Lemma 4.1.3.6 (ii). The outside triangle around 1-6 commutes by definition. Thus 6 also commutes. Altogether we have that \([\cdot] : \mathcal{C} \leftarrow \text{MT} \mathcal{C}\) is a functor.

### 6.3.3 Monadic transducer homomorphisms

In order to class the results of fusions in Subsection 6.5.2 we will have to compare monadic transducers. We have two obvious notions of equivalence: Monadic transducers
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\[ M \text{ and } M' \text{ may be syntactically equivalent } (M = M') \text{ or they may be semantically equivalent } ([M] = [M']). \] Artlessly, the former implies the latter.

It will become obvious (in Theorem 6.5.2.11) that a more subtle relation between monadic transducers is of use:

**6.3.3.1 Definition (monadic transducer homomorphism).** Let \( M = (H, g, \omega), \ M' = (H', g', \omega') : \Delta \leftarrow \Sigma \) be monadic transducers on \( C \). A natural transformation \( \tau : H \leftarrow H' \) such that
\[
\omega \cdot |.0|_\tau|_{\Delta} = \omega' \quad \text{and} \quad g = \tau_{\Delta} \cdot g'
\]
holds is called a **monadic transducer homomorphism** to \( M \) from \( M' \) and we write it \( \tau : M \leftarrow M' \).

Obviously, ‘being homomorphic’ is a preorder on the class of monadic transducers, moreover it implies semantic equivalence as demonstrated in the following:

**6.3.3.2 Theorem (monadic transducer homomorphisms preserve semantics).** Let \( M = (H, g, \omega), \ M' = (H', g', \omega') : \Delta \leftarrow \Sigma \) be monadic transducers on \( C \). If there exists a monadic transducer homomorphism \( \tau : M \leftarrow M' \) then \([M] = [M']\).

**Proof.** Consider the following diagrams:

The triangles 1 and 2 commute by definition and the triangle around 123 commutes according to the precondition. Thus the square around 123 also commutes and since \( u_\Sigma \) is universal 3 commutes. The triangle 4 commutes according to the precondition and finally we calculate: \([M] = \omega_{id_{\Delta'}} \cdot [M]0 = \omega_{id_{\Delta'}} \cdot [\tau_{\Delta'} \cdot (M')]0 = \omega_{id_{\Delta'}} \cdot [\tau_{\Delta'} \cdot (M')]0 = [M]0 = [M']\).

In the next section we will characterize classes of tree transducers by patterns of monadic transducers. The following corollary to Theorem 6.3.3.2 allows us to do calculations with these patterns up to isomorphism.
6.3.3.3 Corollary (isomorphic patterns imply semantic equivalence). Let \( \mathcal{M} = (H, \rho, \omega) : \Delta \rightarrow \Sigma \) be a monadic transducer on \( \mathcal{C} \) and \( H' \cong H \). Then there exists a monadic transducer \( \mathcal{M}' : \Delta \rightarrow \Sigma \) on \( \mathcal{C} \) such that \( H' \) is the pattern of \( \mathcal{M}' \) and \([\mathcal{M}] = [\mathcal{M}']\).

Proof. There exists a natural isomorphism \( \alpha : H \cong H' \). We define
\[
\rho' = \alpha^{-1}_{\Delta} \cdot \rho \quad \text{and} \quad \omega' = \omega \cdot |\cdot|_{\rho \alpha \cdot |\cdot|_{\Delta}}.
\]
Then \( \mathcal{M}' = (H', \rho', \omega') : \Delta \rightarrow \Sigma \) is a monadic transducer on \( \mathcal{C} \) such that \( \alpha : \mathcal{M} \cong \mathcal{M}' \) (Definition 6.3.3.1) and with Theorem 6.3.3.2 follows \([\mathcal{M}] = [\mathcal{M}']\). ■

6.3.4 Algebraic transducers versus Monadic transducers

Obviously, there are some similarities between algebraic and monadic transducers: In both cases we use the language of category theory to define them and in both cases we use a universal property to define the denotational semantics and to prove the respective fusion theorem. However, the aim of both approaches is completely different: The algebraic transducer is used to bridge the gap between syntactic composition of top-down tree transducers and short cut fusion. The monadic transducer is used to directly fuse classes of tree transducers. A main difference is the way in which the tree transducer is being transformed into an algebraic or monadic transducer, respectively. To derive an algebraic transducer from a top-down tree transducer, a transformation of the equations of the top-down tree transducer is necessary using pairings and copairings (Lemma 5.4.2.4). The result is a concrete functor which encodes the equations (Lemma 5.4.2.9). On the other hand side, the transformation of a tree transducer into a monadic transducer is (in principle) quite simple: The rule of the tree transducer can be transformed into the rule of a monadic transducer via the two simple bijections \( (\cdot)^{\Delta} \) (Proposition 6.1.3.1) and \( (\cdot)^{\Sigma} \) (Chapter 6 Step 1 and Section 6.4). The result is a natural transformation which encodes the equations. The difficult part is to identify a monad such that its carrier is the codomain of that rule (Section 6.4). Another important difference is that in one case the generalized semantics is an algebra morphism (Subsection 5.3.3) and in the other case it is a monad morphism (Definition 6.3.1.2). It is easy to see that a monad morphism from a free monad is a compositional (or syntax directed) function. Since the generalized semantics of a monadic transducer is the unique monad morphism from a free monad, and since any reasonable semantics of a tree transducer is compositional, it is obvious that the two coincide. Thus no more effort is needed to verify that a tree transducer and the according monadic transducer are semantically equivalent. The latter is by no means obvious in the case of algebraic transducers, where we had to define the relation (Definition 5.4.2.5) to prove semantic equivalence (Theorem 5.4.2.7). Finally, the theory of monadic transducers is more elegant and on a higher level of abstraction then the theory of algebraic transducers. We believe that every kind of tree transducer can be described as a monadic transducer, whereas we only managed to describe top-down tree transducers as algebraic transducers.
6.4 Tree transducers as monadic transducers

In this section we will model tree transducers by monadic transducers. Moreover we will see that syntactic classes of tree transducers can be characterized by the patterns of monadic transducers.

We have already seen, that the rule of a tree transducer can be written as a natural transformation [Proposition 6.1.3.1]. Now we will see how to transform this natural transformation into the form used in a monadic transducer [Definition 6.3.1.1].

This corresponds to Step 1 from the motivation in the beginning of Chapter 6.

Notice, that we will get semantic equivalence for free in the following subsections, because the generalized semantics of a monadic transducer is defined to be the unique compositional extension of its rule [Definition 6.3.1.2]. As we will see in detail shortly, the rule of a tree transducer [Proposition 6.1.3.1] can be transformed into the rule of a monadic transducer just by applying the bijection \( (\circ)^* \) which is the adjugate of some adjunction. We will investigate in the following, how to find this adjunction.

6.4.1 Homomorphism tree transducers as monadic transducers

We start with the easiest case: the homomorphism tree transducer [Definition 6.1.2.2]. The rule of a homomorphism tree transducer has the form

\[
T_{\Delta} X \leftarrow \Sigma X \cap T_{\Sigma}^{\text{lhs}} X.
\]

According to Proposition 6.1.3.1 this can be equivalently described by a natural transformation

\[
|\text{Id} \Delta^*| = T_{\Delta} \leftarrow \varrho = \tilde{r} \Sigma.
\]

This is already the desired rule of a monadic transducer on \( \text{Set}_{\Sigma} \), where the pattern is the identity functor \( \text{Id} \). Since \( \tilde{r} \) is a bijection, we can reverse the above transformation. Thus we have the following:

6.4.1.1 Proposition. The homomorphism tree transducers are equivalent to the monadic transducers

\[
\mathcal{M} = (\text{Id}, \varrho, \text{id}) : \Delta \leftarrow \Sigma
\]

on \( \text{Set}_{\Sigma} \), where \( \Sigma \) and \( \Delta \) are bicartesian. \( \diamond \)

6.4.2 Top-down tree transducers as monadic transducers

The rule of a top-down tree transducer [Definition 6.1.2.2] has the form

\[
T_{\Delta}(QX) \leftarrow R Q(\Sigma X) \cap T_{Q+\Sigma}^{\text{lhs}} X
\]

\(^4\text{i.e. syntactically and semantically equivalent via the bijections described in Proposition 6.1.3.1 and Proposition 4.3.4.4.}\)
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where \( Q \) is cocartesian. According to Proposition 6.1.3.1 this can be equivalently described by a natural transformation

\[
T_\Delta \cdot Q \xrightarrow{\overset{\varphi}{\longrightarrow}} Q \cdot \Sigma.
\]

This rule can be understood as a definition for a couple of functions (e.g. \( \text{even} \) and \( \text{odd} \) in Example 6.1.2.3). Alternatively we could define just one function mapping onto \( \) (e.g. \( f \ x = (\text{even} \ x, \text{odd} \ x) \)). Let us describe the tupling by \( U \) (i.e. \( UA \) is the set of all \( Q \)-tuples with elements in \( A \)). Then the new rule would have the form \( U \cdot T_\Delta \cdot Q \xleftarrow{\overset{\varphi}{\longrightarrow}} \Sigma \). The latter transformation corresponds to Step 1 from the motivation in the beginning of Chapter 6. Before we continue, let us repeat the last step in a more formal way:

6.4.2.1 Lemma. Let \( C \) be a bicartesian category and \( Q : C \xleftarrow{} C \) a cocartesian functor. Then \( Q \) is left adjoint.

Proof. Since \( Q \) is cocartesian, there exists an \( \ell \in \mathbb{N}_0 \) such that \( Q \cong \prod_\ell \). We set \( U = \prod_\ell \) and denote the projections and injections by \( \pi_i : \text{Id} \xleftarrow{} U \) and \( i_i : Q \xleftarrow{} \text{Id} \), respectively. We claim that

\[
(\eta, \varepsilon) : Q \dashv U : C \xleftarrow{} C
\]

where \( \eta = (i_i)^\ell_{i=1} \) and \( \varepsilon = [\pi_i]^\ell_{i=1} \) are the unique mediating morphisms with \( \pi_i \cdot \eta = i_i \) and \( \varepsilon \cdot i_i = \pi_i \), respectively, according to the universal property of the (co)product. The axioms of the adjunction (Definition 4.3.4.1) can now be verified by straightforward calculations using the universal property of the (co)product.

We continue with the rule of a top-down tree transducer in the form

\[
T_\Delta \cdot Q \xrightarrow{\overset{\varphi}{\longrightarrow}} Q \cdot \Sigma.
\]

Since \( Q \) is cocartesian, Lemma 6.4.2.1 tells us that \( Q \) has a right adjoint \( U \). Using Lemma 6.2.3.6 and Definition 6.2.3.4 we can write the rule equivalently as

\[
|Q^\Delta^*| = U \cdot T_\Delta \cdot Q \xrightarrow{\overset{\varphi}{\longrightarrow}} \Sigma
\]

where \((\cdot)^\sharp\) refers to \((Q \dashv \text{Id}) \vdash (U \dashv \text{Id})\). This is the desired rule of a monadic transducer with pattern \( Q \).

The inclusion \( i : Q \xleftarrow{} \text{Id} \) of the initial state can be equivalently described by the projection \( \pi = i^\sharp : \text{Id} \xleftarrow{} U \) where \((\cdot)^\flat\) refers to \((\text{Id} \dashv \text{Id}) \vdash (\text{Id} \dashv Q) \). Using \( Q\emptyset = \emptyset \) we can define the observation function of the monadic transducer by

\[
\forall h : (T, \eta, \mu) \xleftarrow{} \Delta^* . \quad \omega_h = \pi_{T\emptyset}
\]

i.e. \( \omega = \pi(|\cdot|_\emptyset \cdot |\cdot|^{\Delta^*}) \).

Since \( \cdot, (\cdot)^\sharp, \) and \((\cdot)^\flat\) are bijections, we can reverse the above transformations. Thus we have the following:
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6.4.2.2 Proposition. The top-down tree transducers are equivalent\(^5\) to the monadic transducers

\[ M = (Q, \theta, \omega) : \Delta \leftarrow \Sigma \]

on \( \text{Set}_{\mathbb{N}_0} \) where \( Q \) is cocartesian and \( \Sigma \) and \( \Delta \) are bicartesian.

6.4.2.3 Example. Let us illustrate the monadic operations of the monad \( \overline{Q}\Delta^* \) which models the computation of a top-down tree transducer according to Proposition 6.4.2.2 (see also Definition 6.3.1.1 and Definition 6.3.1.2). It is helpful to have a look at Example 4.4.1.4 before. In diagrams we draw triangles for arbitrary terms and for every variable \( x \) we draw \( \overline{x} \) for the term \( 'x' \). The unit is simple:

\[
X \xrightarrow{\eta_X} U(T_\Delta(QY))
\]

\[
x \xrightarrow{\eta_X} \begin{pmatrix} q \hfill \overline{x} \end{pmatrix}_{q \in Q}
\]

The multiplication is like term-substitution but tags are used to project from tuples. We show the according Kleisli-\(^5\) in Figure 6.1

6.4.3 Simple basic macro tree transducers as monadic transducers

Writing a macro tree transducer as a monadic transducer is a little more involved: We start with a simple case: the simple basic macro tree transducer.

Using Proposition 6.1.3.1 we can write the rule of a simple basic macro tree transducer (Definition 6.1.2.5) in the form

\[
T_\Delta(Y + A_I(QX)) \xrightarrow{\left((\hat{r})_X\right)_Y} A_I(Q(\Sigma X)) \cdot Y
\]

where \( \left((\hat{r})_X\right)_Y \) is natural in \( X \) and \( Y \), \( Q \) is cocartesian, and \( I \) is finite. Abstraction from \( Y \) yields

\[
T_\Delta \cdot (\text{Id} + A_I(QX)) \xrightarrow{(\hat{r})_X} A_I(Q(\Sigma X))
\]

and then abstracting from \( X \) gives us

\[
(T_\Delta \leftarrow \text{Id}) \cdot (\text{Id} + \cdot) \cdot A_I \cdot Q \xrightarrow{\hat{r}} A_I \cdot Q \cdot \Sigma
\]

\(^5\)i.e. syntactically and semantically equivalent via the bijections described in Proposition 6.1.3.1 and Proposition 4.3.4.4.
where we used the bifunctor \( \rightarrow \) from Definition 6.2.3.2. Now we need an adjunction to continue in a similar way as in Subsection 6.4.2.

6.4.3.1 Lemma. Let \( C \) be a category which has function spaces (Definition 4.2.1.9). Then

\[ A_I \vdash \Lambda_I : \text{End} C \rightarrow C \]

where \( \Lambda_I : C \rightarrow \text{End} C \) is the functor from Definition 6.2.4.3

Proof. Let \( \cdot \subseteq \text{Set} \rightarrow C \) be the faithful functor according to Definition 4.2.1.9. We claim that \((\eta, \varepsilon) : A_I \vdash \Lambda_I\) where \( \eta_X : I^I \times X \rightarrow X \) and \( (\varepsilon_T)_Y : T Y \rightarrow Y^I \times TI \) are defined by \(|\eta_X| x = (id_I, x)\) and \(|(\varepsilon_T)_Y| (f, t) = |Tf| t\), respectively. Since \(\cdot\) is faithful, \(\eta\) and \(\varepsilon\) are well defined. That \(\eta\) and \(\varepsilon\) are indeed natural transformations can be verified by straightforward calculations. It remains to show the axioms of an
adjunction \( \text{[Definition 4.3.4.1]} \):

\[
| (\lambda_{t} \varepsilon \cdot \eta_{t} A_{t}) | t \\
= \{ \text{Definition and Lemma 4.1.3.6 and Definition 6.2.4.3} \}
\]

\[
| (\varepsilon_{t}) | (\eta_{t} \pi_{t} | t) \\
= \{ \text{definition of } \eta \} \\
| (\varepsilon_{t}) | (\eta_{t} t) \\
= \{ \text{definition of } \varepsilon \text{ and Definition 6.2.4.3} \}
\]

Since \( | . | \) is faithful and the above is true for arbitrary \( T : C \rightarrow C \) and \( t \in | T | \) we get \( \lambda_{t} \varepsilon \cdot \eta_{t} A_{t} = \text{id}_{A_{t}} \). Analogously we can show that \( \varepsilon_{A_{t}} \cdot \lambda_{t} \eta = \text{id}_{A_{t}} \) holds.

### 6.4.3.2 Note.

Let us illustrate the above theorem in the category \( \text{Set} \) for \( I = \{ 1, \ldots, k \} \). Notice that in this case where \( I \) is finite the proof of \( \text{Lemma 6.4.3.1} \) also works in \( \text{Set}_{0} \).

We use \( A_{t} X Y = \{ x y_{i} \cdots y_{k} | x \in X \wedge y_{i} \in Y \} \cong Y^{I} \times X \) and \( A_{t} T = \{ \lambda_{1} \cdots k \cdot t | t \in T I \} \cong T I \). Then we have an adjunction:

\[
(\eta, \varepsilon) : A_{t} \rightarrow \text{End Set} \rightarrow \text{Set}
\]

where \( \eta_{X} x = (\text{id}_{t}, x) \) and \( (\varepsilon_{t}) Y(f, t) = T f t \). Moreover, the function \( \eta \) and \( \varepsilon \) describe \( \eta \)-conversion and \( \beta \)-reduction, respectively:

\[
\lambda_{t}(A_{t} X) = \{ \lambda_{1} \cdots k \cdot t | t \in A_{t} X I \}
\]

\[
\eta : \lambda_{t} \cdot A_{t} \leftarrow \text{id} \\
\eta_{X} : \lambda_{1} \cdots k \cdot x \leftrightarrow x \quad \eta \text{-conversion}
\]

and

\[
A_{t}(\lambda_{t} T Y) = \{ (\lambda_{1} \cdots k \cdot t) y_{1} \cdots y_{k} | t \in T I \wedge y_{i} \in Y \}
\]

\[
\varepsilon : \text{id} \leftarrow \lambda_{t} \cdot A_{t} \\
(\varepsilon_{t}) Y : [y_{i} / y_{i}]_{i=1}^{k} t \leftrightarrow (\lambda_{1} \cdots k \cdot t) y_{1} \cdots y_{k} \quad \beta \text{-reduction}.
\]

Let us continue with the rule of a simple basic macro tree transducer in the form

\[
(T_{\Delta} \leftarrow \circ \text{id}) \cdot (\text{id} + .) \cdot A_{t} \cdot Q \leftrightarrow^{\delta} A_{t} \cdot Q \cdot \Sigma.
\]

With \( \text{Lemma 6.4.2.1} \) and \( \text{Lemma 6.4.3.1} \) we get the adjunctions \( Q \dashv U \) and \( A_{t} \dashv \lambda_{t} \), respectively. Now we can use \( (.)^{L} \) w.r.t. \( A_{t} : Q \dashv U \cdot \lambda_{t} \), \( \text{Definition 6.2.3.4} \) and \( \text{Corollary 6.2.4.1} \) to write the rule as

\[
| \overline{A_{t}} \cdot Q \cdot (\text{id}^{+} + .) \cdot (\circ \leftarrow \circ) | = U \cdot A_{t} \cdot (T_{\Delta} \leftarrow \circ \text{id}) \cdot (\text{id} + .) \cdot A_{t} \cdot Q \leftrightarrow^{\delta} \Sigma.
\]
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The inclusion \( \iota : \mathcal{Q} \leftarrow \text{Id} \) of the initial state can be equivalently described by the projection \( \pi = \iota^\circ : \text{Id} \leftarrow U \) where \( (\cdot)^\circ \) refers to \( (\text{Id} \leftarrow \circ) \cdot (\text{Id} \leftarrow \circ \mathcal{Q}) \). Using \( A_I(Q;\nothing) = \nothing \) we can define the observation function of the monadic transducer by

\[
\forall h : (T, \eta, \mu) \leftarrow \Delta^* \quad \omega_h = \pi_{\nothing} \cdot U(\mu_{\nothing} \cdot T(h_{\nothing} \cdot e)).
\]

Thus altogether we have got:

**6.4.3.3 Proposition. **The simple basic macro tree transducers are equivalent to the monadic transducers

\[
\mathcal{M} = (A_I \cdot \mathcal{Q} \cdot (\text{Id}^+ + \cdot) \cdot (\cdot \leftarrow \circ \nothing), \varrho, \omega) : \Delta \leftarrow \Sigma
\]
on \text{Set}_{\mathbb{N}_0} \text{ where } I \text{ is a finite set, } \mathcal{Q} \text{ is a cocartesian and } \Sigma \text{ and } \Delta \text{ are bicartesian.} \tag{6.4.3.3}

**6.4.4 Basic macro tree transducers as monadic transducers**

The basic macro tree transducer case is just a little more complicated than the simple basic macro tree transducer: The only difference to Proposition 6.4.3.3 is that we have to replace the functor \( (\cdot \leftarrow \circ \nothing) \) by the functor \( (\leftarrow \circ) \) defined by \( \forall h. (\leftarrow \circ)h = h \leftarrow h \).

The rule of a basic macro tree transducer can be written in the form

\[
T_\Delta(T_\Delta Y + A_I(QX)(T_\Delta Y)) \xleftarrow{((\hat{r})X)_Y} A_I(Q(\Sigma X)) Y
\]

where we have introduced (without loss of generality) an additional \( T_\Delta \). Similar to Subsection 6.4.3 we can abstract from \( Y \) and then from \( X \):

\[
(T_\Delta \leftarrow T_\Delta) \cdot (\text{Id} + \cdot) \cdot A_I \cdot Q \xleftarrow{\hat{r}} A_I \cdot Q \cdot \Sigma.
\]

The only difference to Subsection 6.4.3 is that we now have an additional \( T_\Delta \).

**6.4.4.1 Proposition. **The basic macro tree transducers are equivalent to the monadic transducers

\[
\mathcal{M} = (A_I \cdot \mathcal{Q} \cdot (\text{Id}^+ + \cdot) \cdot (\leftarrow \circ), \varrho, \omega) : \Delta \leftarrow \Sigma
\]
on \text{Set}_{\mathbb{N}_0} \text{ where } I \text{ is a finite set, } \mathcal{Q} \text{ is a cocartesian and } \Sigma \text{ and } \Delta \text{ are bicartesian.} \tag{6.4.4.1}

**6.4.5 Macro tree transducers as monadic transducers**

The rule of a macro tree transducer (Definition 6.1.2.5) can be written in the form

\[
T_{\Delta + A_I(QX)}Y \xleftarrow{((\hat{r})X)_Y} A_I(Q(\Sigma X)) Y.
\]

\[\text{I.e. syntactically and semantically equivalent via the bijections described in Proposition 6.1.3.1 and Proposition 4.3.4.4.}\]
Abstraction from $Y$ yields

$$\Delta + A_f(QX) \cdot \rho X A_f(Q(\Sigma X)).$$

Now we need the coproduct of monads: With $\Delta = |\Delta'|$ and Lemma 6.2.4.1 we can write the rule as

$$|\Delta| + (A_f(QX))^* \cdot \rho X A_f(Q(\Sigma X)).$$

Abstracting from $X$ gives us

$$|\cdot| \cdot (\Delta^* + \cdot) \cdot (\cdot)^* \cdot A_f \cdot Q \leftarrow \rho A_f \cdot Q \cdot \Sigma.$$

We have the adjunctions $Q \vdash U$ and $A_f \vdash \Lambda_f$ as in Subsection 6.4.3 and $(\cdot)^* \vdash |\cdot|$ from Corollary 4.4.4.6. Now we use $(\cdot)^2$ w.r.t. $(\cdot)^* \cdot A_f \cdot Q \vdash U \cdot \Lambda_f \cdot |\cdot|$, Definition and Lemma 6.2.4.2 (i), and Definition 6.2.3.4 to write the rule as

$$(\cdot)^* \cdot A_f \cdot Q (\Delta')^+ \leftarrow \rho^\# \Sigma.$$

The latter is the rule of a monadic transducer with pattern $(\cdot)^* \cdot A_f \cdot Q \cdot (\cdot)^+$. The observation function is defined just as in Subsection 6.4.3. Altogether we have:

6.4.5.1 Proposition. The macro tree transducers are equivalent to the monadic transducers

$$M = ((\cdot)^* \cdot A_f \cdot Q \cdot (\cdot)^+, \varrho, \omega) : \Delta \leftarrow \Sigma$$

on $\text{Set}_{\delta_k}$ where $I$ is a finite set, $Q$ is a cocartesian and $\Sigma$ and $\Delta$ are bicartesian.

6.4.5.2 Example. Let us now illustrate the monadic operations of the monad $A_f((\cdot)^2(\Delta')^+)$. It is helpful to have a look at Example 4.4.1.4 and Example 6.4.2.3 before. For every context variable $y$ and terms $t_1, \ldots, t_k$ we draw $y \stackrel{\eta X}{\rightarrow} \Lambda_f T_{\Delta + A_f} X$

$$x \stackrel{\eta X}{\rightarrow} \lambda 1 \cdots k. \text{[Figure 6.2]}$$

The multiplication is like term-substitution but with an extra $\beta$-reduction. We show the according Kleisli-1 in Figure 6.2.

\[\text{\textit{I.e.} syntactically and semantically equivalent via the bijections described in Proposition 6.1.3.1 and Proposition 4.3.4.4.}\]
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\[ \Lambda_I T_{\Delta + \Lambda_I X} \xrightarrow{f^\dagger} \Lambda_I T_{\Delta + \Lambda_I Y} \]

Figure 6.2: Kleisli\(^\dagger\) of the monad \( \Lambda_I((\cdot)^{\ast}((\Delta^{\ast})^{\ast})) \)

6.5 Fusion of tree transducers

6.5.1 Fusion of particular functional programs

In Section 6.4 we have seen how particular functional programs (i.e., some syntactic classes of tree transducers) can be equivalently transformed into monadic transducers. Now we are ready to apply the monadic fusion Theorem 6.3.2.5 to functional programs:

Given regular types \( A, B, \) and \( C \) and functional programs \( C \leftarrow g \ B \leftarrow f \ A \) we construct a new program \( C \leftarrow h \ A \) such that

\[
\begin{align*}
T_F \emptyset & \xleftarrow{[g]} T_{\Delta} \emptyset \xleftarrow{[f]} T_{\Sigma} \emptyset \\
& \xleftarrow{[h]} T_{\Sigma} \emptyset
\end{align*}
\]

where the initial term-algebras \( T_{\Sigma}, T_{\Delta}, \) and \( T_F \) are supposed to be the semantics of the regular types \( A, B, \) and \( C, \) respectively. The construction of \( h \) is shown in Figure 6.3.
6.5 Fusion of tree transducers

The rule of $h$ is constructed according to Definition 6.3.2.3. The correctness of the fusion transformation w.r.t. the denotational semantics $\llbracket \cdot \rrbracket$ follows from Theorem 6.3.2.5. Notice, that there occurs no $\Delta$ in the rule of $h$ (as shown in Figure 6.3), i.e. the intermediate data structure $B$ is indeed eliminated.

![Figure 6.3: Monadic fusion algorithm](image)

6.5.2 Fusion of classes of tree transformations

Now we are ready to use our machinery to harvest tree transducer fusion results: In the last subsection we have characterized some classes of tree transducers by patterns of monadic transducers. We derive fusion results as follows: First we compose the patterns of the consumer and producer to get the pattern of the fusion (Definition 6.3.2.3 and Theorem 6.3.2.5). Then we do calculations (using e.g. Lemma 6.2.3.9 or Corollary 6.2.4.6) to transform isomorphically the pattern such that we are able to recognize the associated class of tree transducers. Here it is worth mentioning that it suffices to calculate the pattern up to isomorphism to derive the fusion up to semantic equivalence (with Corollary 6.3.3.3).

We have seen patterns for the following classes of tree transformations: $HOM \subseteq TOP \subseteq sb\text{-}MAC \subseteq b\text{-}MAC \subseteq MAC$.

For two classes of tree transformations $A$ and $B$ we define the composition $A \cdot B = \{ a \cdot b \mid a \in A \land b \in B \land \text{dom } a = \text{cod } b \}$. Moreover we define the class $ID$ to be the class of all identity tree transformations.

6.5.2.1 Definition (characterization by patterns). Let $A$ be a class of tree transformations and $P$ be a class of $(\text{Mnd Set})$-endofunctors.

(i) We say that $A$ is characterized by $P$ if

$$A = \{ \llbracket M \rrbracket \mid M \text{ is a monadic transducer with a pattern from } P \}$$
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\[ i.e. \ A \ is \ the \ class \ of \ all \ functions \ computable \ by \ monadic \ transducers \ where \ the \ pattern \ is \ an \ endofunctor \ from \ the \ class \ P. \]

(ii) We say that \( A \) \textbf{can be characterized by patterns} if there exists a class \( P \) such that \( A \) is characterized by \( P \).

### 6.5.2.2 Lemma (fusion with homomorphism tree transducers)

Let \( A \) be characterized by patterns. Then \( A \cdot HOM \subseteq A \) and \( HOM \cdot A \subseteq A \).

**Proof.** The class \( HOM \) is characterized by the single pattern \( \text{Id} \) (Proposition 6.4.1.1). Obviously, any class of patterns is closed under composition with the identity functor \( \text{Id} \).

The other inclusion direction also holds:

### 6.5.2.3 Lemma

Let \( A \) be characterized by patterns. Then \( A \subseteq A \cdot HOM \) and \( A \subseteq HOM \cdot A \).

**Proof.** Every identity monadic transducer \( \text{ID} \) (Definition 6.3.2.3) is a homomorphism tree transducer (Proposition 6.4.1.1). Thus \( \text{ID} \subseteq HOM \) and then \( A \subseteq A \cdot \text{ID} \subseteq A \cdot HOM \).

The following corollary can be understood in a negative way: It states that a class of tree transducers can only be characterized by patterns if it is closed under composition with homomorphisms tree transducers:

### 6.5.2.4 Corollary

Let \( A \) be characterized by patterns. Then \( A \cdot HOM = A = HOM \cdot A \). Or a little more general: Let \( HOM \subseteq B \). Then

\[
\begin{align*}
(i) \quad A \cdot B \subseteq A & \implies A \cdot B = A \\
(ii) \quad B \cdot A \subseteq A & \implies B \cdot A = A.
\end{align*}
\]

**Proof.** Immediately with Lemma 6.5.2.2 and Lemma 6.5.2.3.

### 6.5.2.5 Theorem (fusion of top-down tree transducers [Eng75])

\[
TOP_\ell \cdot TOP_k = TOP_{\ell k}.
\]

**Proof.** According to Proposition 6.4.2.2 the consumer and producer are characterized by the patterns \( \prod^{\ell} \) and \( \prod^{k} \), respectively. With Definition 6.3.2.3 we get the pattern of
the fusion
\[
\prod^k \cdot \prod^\ell = \{ \text{Lemma 6.2.3.5} \}
\prod^\ell \cdot \prod^k \\
\cong \{ \text{coproducts are associative up to isomorphism} \}
\prod^{\ell k}
\]

The latter is the pattern of a top-down tree transducers (with $\ell \cdot k$ states) which is semantically equivalent to the fusion according to Theorem 6.3.2.5 and Corollary 6.3.3.3. Vice versa the pattern of top-down tree transducer with $\ell \cdot k$ states can be factorized into the patterns of two top-down tree transducers with $\ell$ and $k$ states, respectively.

Thus (with a little additional help from Corollary 6.5.2.4) we reproduced the result from Corollary 3.3.2.2:

6.5.2.6 Corollary. The class of all top-down tree transducers is closed under fusion: $\text{TOP} \cdot \text{TOP} = \text{TOP}$.

6.5.2.7 Theorem (fusion of a macro and a top-down tree transd. [Eng81]).

\[
\begin{align*}
\text{sb-MAC}_\ell \cdot \text{TOP}_k &= \text{sb-MAC}_{\ell k} \\
\text{b-MAC}_\ell \cdot \text{TOP}_k &= \text{b-MAC}_{\ell k} \\
\text{MAC}_\ell \cdot \text{TOP}_k &= \text{MAC}_{\ell k}.
\end{align*}
\]

Proof. We can almost copy the proof of Theorem 6.5.2.5. The classes $\text{b-MAC}_\ell$, $\text{sb-MAC}_\ell$, and $\text{MAC}_\ell$ are all characterized by patterns of the form $(\cdots) \cdot \prod^\ell$. The class $\text{TOP}_k$ is characterized by the pattern $\prod^k$. Thus the pattern of the fusion is $(\cdots) \cdot \prod^{\ell k}$, where the $(\cdots)$ part is left untouched.

For a commuted version of Theorem 6.5.2.7 we need to calculate with patterns:

6.5.2.8 Lemma. Let $\mathcal{C}$ be a category which has function spaces (Definition 4.2.1.9), $I$ be a $\mathcal{C}$ object, and $Q \dashv U : \mathcal{C} \leftarrow \mathcal{C}$. Then the following holds:

\[
A_{Qi} \cong (\text{Id} \leftrightarrow U) \cdot A_I \quad \text{natural in } I.
\]
Proof.

\[
\begin{align*}
Q &\vdash U \\
\implies &\text{\{Proposition 4.3.4.4\}} \\
C(Y, QI) &\cong C(UY, I) \quad \text{natural in } I \& Y \\
\implies &\text{\{C has function spaces\}} \\
Y^{QI} &\cong (UY)^I \quad \text{natural in } I \& Y \\
\implies Y^{QI} \times X &\cong (UY)^I \times X \quad \text{natural in } I, X, \& Y \\
\implies &\text{\{Definition 6.1.2.4\}} \\
AQI Y X &\cong A_I X (UY) \quad \text{natural in } I, X, \& Y \\
\implies &\text{\{Definition 6.2.3.2\}} \\
AQI Y X &\cong (A_I X) \cdot U \quad \text{natural in } I & X \\
\implies &\text{\{Definition 6.2.3.2\}} \\
AQI &\cong (\text{Id} \circ U) \cdot A_I \quad \text{natural in } I.
\end{align*}
\]

6.5.2.9 Lemma. Let \( C \) be a bicartesian closed category, \( I \) be a \( C \)-object, and \( Q \) a cocartesian \( C \)-endofunctor. Then the following holds:

\[
A_I \cdot Q \cong (Q \circ \text{Id}) \cdot A_I \quad \text{natural in } I.
\]

Proof. Let \( X \) and \( Y \) be \( C \) objects. The \( C \)-endofunctor \((Y^I \times .)\) preserves coproducts since it is left adjoint. The functor \( Q \) is cocartesian and thus \( Q \cong \coprod^I \) for some \( \ell \in \mathbb{N}_0 \). Thus the functors \((Y^I \times .)\) and \( Q \) commute:

\[
\implies Y^I \times QX \cong Q(Y^I \times X) \quad \text{natural in } I, X \& Y \\
\implies &\text{\{Definition 6.1.2.4\}} \\
A_I(QX) Y &\cong Q(A_I X Y) \quad \text{natural in } I, X, \& Y \\
\implies &\text{\{Definition 6.2.3.2\}} \\
A_I(QX) &\cong (Q \circ \text{Id})(A_I X) \quad \text{natural in } I & X \\
\implies A_I \cdot Q &\cong (Q \circ \text{Id}) \cdot A_I \quad \text{natural in } I. 
\]

6.5.2.10 Corollary. Let \( C \) be a bicartesian closed category which has function spaces (Definition 4.2.1.9), \( I \) be a \( C \) object, and \( Q \) a cocartesian \( C \)-endofunctor. Putting together Lemma 6.5.2.8 and Lemma 6.5.2.9 and with a little help from Definition 6.2.3.2, Lemma 6.2.3.6 and Lemma 6.4.3.1 we get:

\[
AQI \cdot Q \cong LQ \cdot A_I \quad \text{natural in } I. 
\]
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6.5.2.11 Theorem (fusion of a top-down and a macro tree transd. [EVS85]).

\[ \text{TOP}_\ell \cdot \text{MAC}_k = \text{MAC}_{\ell k}. \]

**Proof.** The class \( \text{TOP}_\ell \) is characterized by the pattern \( \overline{Q} \) where \( Q = \coprod I^\ell \). The class \( \text{MAC}_k \) is characterized by patterns of the form \( (\cdot)^* \cdot A_I \cdot Q' \cdot (\cdot)^+ \) where \( I \) is finite and \( Q' = \coprod I^k \). Then the pattern of the fusion is

\[
\begin{align*}
(\cdot)^* \cdot A_I \cdot Q' \cdot (\cdot)^+ \cdot \overline{Q} \\
\cong \{ \text{Lemma 6.2.3.5} \} \\
A_I \cdot Q' \cdot (\cdot)^* \cdot (\cdot)^+ \cdot \overline{Q} \\
\cong \{ \text{Corollary 6.2.4.6} \} \\
A_I \cdot Q' \cdot \ell Q \cdot (\cdot)^* \cdot (\cdot)^+ \\
\cong \{ \text{Lemma 6.2.3.5} \} \\
(\cdot)^* \cdot \ell Q \cdot A_I \cdot Q' \cdot (\cdot)^+ \\
\cong \{ \text{Corollary 6.5.2.10} \} \\
(\cdot)^* \cdot A_{QI} \cdot Q \cdot Q' \cdot (\cdot)^+. 
\end{align*}
\]

The latter is a pattern of \( \text{MAC}_{\ell k} \) since \( Q \cdot Q' \cong \coprod I^k \) (see Theorem 6.5.2.5).

Since \( QI \) is a coproduct, we have an injection to \( QI \) from \( I \). Then every macro tree transducer with pattern \( (\cdot)^* \cdot A_I \cdot Q' \cdot (\cdot)^+ \) can be transformed into a semantically equivalent macro tree transducer with pattern \( (\cdot)^* \cdot A_{QI} \cdot Q \cdot Q' \cdot (\cdot)^+ \) just by adding superfluous context parameters and states. The resulting pattern can then be factorized using the above equations in reverse order.

\[ \Box \]

6.5.2.12 Corollary. \( MAC_1 \cdot \text{TOP} = MAC = \text{TOP} \cdot MAC_1 \) and \( MAC \cdot \text{TOP} = MAC = \text{TOP} \cdot MAC. \)

The following is a variant of \( MAC = YIELD \cdot \text{TOP} \) in [Eng80] and [FV98] where \( YIELD \subseteq MAC_1 \) is a class of tree transformations expressing \( \beta \)-reductions.

6.5.2.13 Corollary.

\[ MAC^n = MAC_1^n \cdot \text{TOP}. \]
Proof.

\[
\begin{align*}
MAC^n &= \{ \text{Corollary 6.5.2.12} \} \\
(MAC_1 \cdot TOP)^n &= \{ \text{by induction using Corollary 6.5.2.12 to swap } MAC_1 \text{ with } TOP \} \\
MAC^n_1 \cdot TOP^n &= \{ \text{by induction using Theorem 6.5.2.5} \} \\
MAC^n_1 \cdot TOP.
\end{align*}
\]
7 Open problems and future work

7.1 Generalized monadic transducers

7.1.1 Generalized monadic transducers

Consider the rule \( \varphi : [H\Delta] \rightarrow \Sigma \) of a monadic transducers according to Definition 6.3.1.1. It is easy to see that (i) and (ii) of Theorem 6.3.2.5 make no use of the fact that \( \Delta^* \) is a free monad over \( \Delta \). Hence we can define the generalized monadic transducer where the rule has the form \( \varphi : [HT] \rightarrow \Sigma \) where \( T \) is an arbitrary monad. Then we can still apply our fusion theorem (Theorem 6.3.2.5 (ii)) even if the consuming monadic transducer is generalized.

7.1.2 Internal functions

An application of the generalization described in Subsection 7.1.1 is the following: Instead of the free monad \( \Delta^* \) we consider an arbitrary \( \Delta \)-algebra \( A \). The construct of all super \( \Delta \)-algebras of \( A \) has free objects, namely the \( \Delta \)-algebras of \( A \)-polynomials. Let \( u_X : A[X] \rightarrow X \) be the universal arrow to the set of all \( A \)-polynomials over the set \( X \). Then \( A[\cdot] : \text{Set} \rightarrow \text{Set} \) is an endofunctor and we can define a monad \( \mathcal{A} = (A[\cdot], \eta, \mu) \) where \( \eta_X = u_X \) and \( \mu_X : A[A[X]] \rightarrow A[X] \) is the unique \( \Delta \)-algebra-homomorphism such that \( \mu_X \cdot u_{A[X]} = id_{A[X]} \) holds. This monad \( \mathcal{A} \) describes the substitution of variables in \( A \)-polynomials and in the special case that \( A \) is the initial \( \Delta \)-term-algebra we have \( \mathcal{A} \cong \Delta^* \).

As outlined in Subsection 7.1.1 we can apply our fusion theorem (Theorem 6.3.2.5 (ii)) even if the consuming (generalized) monadic transducer uses arbitrary functions (operations of a \( \Delta \)-algebra \( A \)) to construct its output instead of using constructors (operations of \( \mathcal{T_{\Delta^0}} \)).

7.1.3 Tree to tree-series transducers

It is possible to generalize tree transducers to so called tree to tree-series transducers, by allowing formal tree-series as output rather than just trees. The composition of tree to tree-series transducers is investigated in [EFV02]. In the following we will give a brief outline, how tree to tree-series transducers should be described as monadic transducers.

Let us first introduce the basic notions regarding tree-series:

7.1.3.1 Definition (semiring). \( A = ([A], +, \cdot, 0, 1) \) is called a semiring if \( ([A], +, 0) \) is a commutative monoid and \( ([A], \cdot, 1) \) is a monoid, such that for all \( a, b, c \in [A] \) holds

\[ a \cdot (b + c) = a \cdot b + a \cdot c, \]
(ii) \((a + b) \cdot c = a \cdot c + b \cdot c\), and
(iii) \(0 \cdot a = 0 = a \cdot 0\).

7.1.3.2 Definition (complete semiring). A semiring \(A = (|A|, +, \cdot, 0, 1)\) is called **complete** if sums are defined over arbitrary index sets \(X\), i.e. we have a function \(\sum_X : |A| \rightarrow |A| \rightarrow X\) which is natural in \(X\), such that for every finite set \(X = \{x_1, \ldots, x_n\}\) and every \(p : |A| \rightarrow X\) holds \(\sum_X p = \sum_{x \in X} p_x = p_{x_1} + \cdots + p_{x_n}\). 

7.1.3.3 Definition (formal series). Let \(A = (|A|, +, \cdot, 0, 1)\) be a semiring and \(X\) be a set. The set of all **formal series** over \(X\) is defined by \(A\langle X \rangle = \langle|A| X\rangle\). It is common to denote elements \(p = (p_x)_{x \in X} \in A\langle X \rangle\) as formal series: \(p = p_{x_1} \cdot x_1 + \cdots + p_{x_n} \cdot x_n\). We define the **support** of a formal series \(p \in A\langle X \rangle\) by \(\text{supp}\, p = \{x \in X \mid p_x \neq 0\}\). If the support of a formal series \(p\) is finite, say \(\text{supp}\, p = \{x_1, \ldots, x_n\}\) we also write: \(p = p_{x_1} \cdot x_1 + \cdots + p_{x_n} \cdot x_n\).

7.1.3.4 Lemma (formal series functor). Let \(A\) be a complete semiring. For every function \(f : X \rightarrow Y\) we define
\[A\langle f \rangle(\sum_{y \in Y} p_y \cdot y) = \sum_{y \in Y} p_y \cdot fy = \sum_{x \in X} \left( \sum_{y \in Y} p_y \right) \cdot x.\]
Then \(A\langle f \rangle : \text{Set} \rightarrow \text{Set}\) is a functor.

7.1.3.5 Definition (formal series monad). Let \(A\) be a complete semiring. For every set \(X\) we define the functions \(\eta_X : \langle X \rangle \rightarrow X\) and \(\mu_X : \langle X \rangle \rightarrow A\langle A\langle X \rangle \rangle\) by
\[\eta_X x = 1 \cdot x\]
\[\mu_X \left( \sum_{p \in A\langle X \rangle} f_p \cdot p \right) = \sum_{x \in X} \left( \sum_{p \in A\langle X \rangle} f_p \cdot p \right) \cdot x.\]
Then \(A = (A\langle X \rangle, \eta, \mu)\) is a monad.

7.1.3.6 Definition (distributive law [BWS85] 9.2). Let \(T = (T, \eta, \mu)\) and \(T' = (T', \eta', \mu')\) be monads on \(C\). A natural transformation \(\lambda : T \cdot T' \rightarrow T' \cdot T\) is called a **distributive law** of \(T'\) over \(T\) if the following axioms hold:
(i) \(\lambda \cdot T'\eta = \eta T'\),
(ii) \(\lambda \cdot \eta' T = T\eta'\),
(iii) \(\lambda \cdot T'\mu = \mu T' \cdot T\lambda \cdot \lambda T\), and
(iv) \(\lambda \cdot \mu' T = T\mu' \cdot \lambda T' \cdot T'\lambda\).
7.2 High-level tree transducers as monadic transducers

7.1.3.7 Proposition (composition of monads [BW85] 9.2 and [JD93] Section 3.4). Let \( T = (T, \eta, \mu) \) and \( T' = (T', \eta', \mu') \) be monads on \( C \) and let \( \lambda : T \cdot T' \rightarrow T' \cdot T \) be a distributive law of \( T' \) over \( T \). Then \( T \lambda T' = (T \cdot T', \eta \ast \eta', (\mu \ast \mu') \cdot T \lambda T') \) is a monad on \( C \) called the compatible monad with \( T \) and \( T' \) w.r.t. \( \lambda \).

7.1.3.8 Definition (tree-series monad). Let \( A \) be a complete semiring and \( \Sigma \) a ranked alphabet. Let \( A \) be the formal series monad w.r.t. the complete semiring \( A \) and \( \Sigma \) the free monad over \( A \). For every set \( X \) an element of \( A \langle T_{\Sigma} X \rangle \) is called a tree-series over \( A \) and \( X \). We will use Proposition 7.1.3.7 to impose monadic structure on tree-series, i.e. on the functor \( A \langle \cdot \rangle \cdot T_{\Sigma} \): Let \( A \lambda \Sigma^* \) be the compatible monad with \( A \) and \( \Sigma^* \) w.r.t. the distributive law \( \lambda \). Then \( A \lambda \Sigma^* \) is called the tree-series monad over \( A \) and \( \Sigma \) w.r.t. the distributive law \( \lambda \). Notice that \( |A \lambda \Sigma^*| X = A \langle T_{\Sigma} X \rangle \).

Now we are ready to describe tree to tree-series transducers as generalized monadic transducers: Let \( A \) be a semiring and \( \Sigma \) and \( \Delta \) be a ranked alphabet. The rule (Subsection 6.1.3) of a tree to tree-series transducer has the form \( \varphi_X : A \langle \langle \cdot \rangle \rangle \cdot T_{\Sigma} X \) or (abstracted from \( X \)) the form \( \varphi : A \langle \langle \cdot \rangle \rangle \cdot T_{\Delta} \rightarrow T_{\Sigma} \). We have to choose a distributive law \( \lambda \) satisfying the conditions from Proposition 7.1.3.7 then \( \varphi : |A \lambda \Delta^*| \rightarrow T_{\Sigma} \) is the rule of a generalized monadic transducer. Notice, that we did not touch the natural transformation \( \varphi \) at all, we have only rewritten its type. Now we can fuse arbitrary monadic transducers (as producer) with this tree series transducer (as consumer). However, some more work is needed to investigate the pattern of the fusion.

7.2 High-level tree transducers as monadic transducers

A generalization of a macro tree transducer where the context arguments may also be functions is called a high-level tree transducer [EV88]. In [EV88] it is demonstrated, that the composition of finitely many macro tree transducers is semantically equivalent to a high-level tree transducer. Thus the pattern of \( MAC^n \) characterizes a high-level tree transducer (of level \( n \)). However, we have not yet been able to establish a satisfying relation between the syntax of a high-level tree transducer and such a pattern.

7.3 Bottom-up tree transducers as comonadic transducers

This work is only on tree transducers which read input trees starting from the root towards the leaves (top-down). However, there also exists the notion of bottom-up tree transducers which read input trees in the opposite direction from the leaves towards the root. We can define comonadic transducers as the dual notion of monadic transducers using covarieties (which have cofree comonads) and comonad transformers. Then it turns out that bottom-up tree transducers are comonadic transducers. We have not yet formalized this precisely.
7 Open problems and future work

7.4 Efficiency improvement

In [Voil02] conditions for efficiency improvement by tree transducer composition are given. It is worth mentioning that the composition of tree transducers may also deteriorate the efficiency of a functional program. We would like to have this kind of conditions on the level of monadic transducers.

7.5 Implementation

It is possible to implement the monadic fusion algorithm [Figure 6.3] using the rewrite rules of the GHC [PTH01]. However, the respective recursive functions would have to be given in the form of monadic transducers. In the particular case that the recursive programs are tree transducers—which can be checked syntactically—it should be possible to use the results from [Section 6.4] to derive the according monadic transducers automatically.
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