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ABSTRACT

$\mathcal{NP}$-hard problems of higher-dimensional orthogonal packing are considered. We look closer at their logical structure and show that they can be decomposed into problems of a smaller dimension with a special contiguous structure. This decomposition influences the modeling of the packing process, which results in three new solution approaches.

Keeping this decomposition in mind, we model the smaller-dimensional problems in a single position-indexed formulation with non-overlapping inequalities serving as binding constraints. Thus, we come up with a new integer linear programming model, which we subject to polyhedral analysis. Furthermore, we establish general non-overlapping and density inequalities and prove under appropriate assumptions their facet-defining property for the convex hull of the integer solutions. Based on the proposed model and the strong inequalities, we develop a new branch-and-cut algorithm.

Being a relaxation of the higher-dimensional problem, each of the smaller-dimensional problems is also relevant for different areas, e.g. for scheduling. To tackle any of these smaller-dimensional problems, we use a Gilmore-Gomory model, which is a Dantzig-Wolfe decomposition of the position-indexed formulation. In order to obtain a contiguous structure for the optimal solution, its basis matrix must have a consecutive 1’s property. For construction of such matrices, we develop new branch-and-price algorithms which are distinguished by various strategies for the enumeration of partial solutions. We also prove some characteristics of partial solutions, which tighten the slave problem of column generation.

For a nonlinear modeling of the higher-dimensional packing problems, we investigate state-of-the-art constraint programming approaches, modify them, and propose new dichotomy and intersection branching strategies. To tighten the constraint propagation, we introduce new pruning rules. For that, we apply 1D relaxation with intervals and forbidden pairs, an advanced bar relaxation, 2D slice relaxation, and 1D slice-bar relaxation with forbidden pairs. The new rules are based on the relaxation by the smaller-dimensional problems which, in turn, are replaced by a linear programming relaxation of the Gilmore-Gomory model.

We conclude with a discussion of implementation issues and numerical studies of all proposed approaches.
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ABSTRAKT

Es werden NP-schwere höherdimensionale orthogonale Packungsprobleme betrachtet. Wir untersuchen ihre logische Struktur genauer und zeigen, dass sie sich in Probleme kleinerer Dimension mit einer speziellen Nachbarschaftsstruktur zerlegen lassen. Dies beeinflusst die Modellierung des Packungsprozesses, die ihresorts zu drei neuen Lösungsansätzen führt.
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Introduction

Cutting and packing problems are \( NP \)-hard combinatorial optimization problems, which arise in context of many real-world applications in industry as well as in service. Simple in verbal formulation and very hard to solve, cutting and packing problems have many interdisciplinary contributions from mathematics, management science, operations research, engineering, and computer science. All having a similar logical structure – large objects must be cut optimally into smaller pieces for cutting, and small items must be allocated optimally in larger objects for packing, they find their applications in supply chain management, finance, investment, and transportation. Cutting and packing problems are also of interest from the theoretical side, since the question \( P \neq NP \) remains still open.

The central problems in the thesis are of two types, optimization and decision. The former is formulated in a way of finding an optimal configuration. The latter only asks whether a configuration exists satisfying all given requirements. More specifically, we consider the following decision and optimization problems. For \( d \)-dimensions, \( d = 2, 3, \ldots \), consider a set of \( m \) \( d \)-dimensional items with sizes \((w^1_i, \ldots, w^d_i)\), \( i \in I := \{1, \ldots, m\}\):

1. The \( d \)-dimensional orthogonal packing feasibility problem (OPP-\( d \)) asks whether all the items can be orthogonally packed into a given container \((W^1, \ldots, W^d) \in \mathbb{Z}^d_+\) where \( w^k_i \in \{1, \ldots, W^k\} \) for \( i \in I \) and \( k \in \{1, \ldots, d\} \).
2. The \( d \)-dimensional strip packing problem (SPP-\( d \)) asks for a packing of all the items into a \( d \)-dimensional semi-infinite strip \((W^1, \ldots, W^{d-1}) \in \mathbb{Z}^{d-1}_+\) which occupies the minimal length in \( W^d \) where \( w^k_i \in \{1, \ldots, W^k\} \), \( w^d_i \in \mathbb{Z}_+ \) for \( i \in I \) and \( k \in \{1, \ldots, d-1\} \).
3. The 1-dimensional contiguous bin packing problem (CBPP-1) asks for a packing of \( m \) types of 1D items with a length \( w^1_i \) and a quantity \( w^2_i \), \( i \in I := \{1, \ldots, m\} \) into 1D bins with a length \( W^1 \in \mathbb{Z}_+ \) in a fixed order which uses the minimal number of the bins satisfying the following restrictions: 1) Each item of one type is packed at most once into a bin; 2) Each item of one type is packed contiguously into a sequence of the bins; where \( w^1_i \in \{1, \ldots, W^1\} \) for \( i \in I \).

For the decision version of the optimization problems the suitable answer would be "no" if no configuration exists satisfying all the requirements or 'yes' with the items positions in the container which fulfill all the requirements. The answer for the optimization problems would be items positions in the container which realize the optimal configuration.
With the "higher-dimensional" packing in the title of the theses we refer to the problems with \( d \geq 2 \). Note, the CBBP-1 is not purely 1-dimensional, since the "contiguity" constraint and a fixed order of the bins can be interpreted using an additional dimension.

The thesis consists of four chapters. Each chapter is a separate paper and represents an independent method for the problem to solve.

Chapter 1 deals with SPP-2. We develop an Integer Linear Programming (ILP) model and subject it to polyhedral analysis. We determine non-overlapping and density constraints and prove under appropriate assumptions their facet-defining property for the convex hull of the integer solutions. We also consider some valid linear and non-linear inequalities. For the non-linear ones we develop a proper linearization if possible. Based on the proposed formulation and strong inequalities, we develop a new branch-and-cut algorithm and study it numerically.

Chapter 2 deals with CBPP-1. We use a Gilmore-Gomory model for the 1D bin packing problem and use the known fact that, if a column set has a consecutive 1's property (C1P), then the corresponding matrix is total unimodular, and thus all the corners of the polyhedron of its linear programming (LP)-relaxation are integral for the integer input data. For the construction of such column sets, we develop branch-and-price algorithms with two strategies: column-, and subcolumn-based enumerations. We also prove propositions about some characteristics of a specific or an arbitrary column which breaks the C1P of a given column set. For each of these characteristics, we develop an algorithm, the output data of which is used in the slave problem of the column generation thus tightening the bound. Concluding the chapter, we report the results of a numerical study of the proposed algorithms.

Chapter 3 deals with OPP-2 and SPP-2. We investigate the state-of-the-art constraint programming (CP) approaches for OPP-2, in particular the basic fixation strategy (fix at the lower bound or increase the lower bound for the variable domain, also known as 'schedule or postpone') and disjunctive branching strategy, and propose new dichotomy and intersection strategies. We also propose new pruning rules based on tightened 1D relaxations of various kinds, e.g. intervals, forbidden pairs, and advanced bar relaxations. The new pruning rules are adapted into the constraint propagation process of the CP. Using the dichotomic search procedure, the developed methods for OPP-2 are transformed for SPP-2. The input data for the bar relaxation is obtained from the local partial solution, the information from the constraint propagation procedure, and the relative positions of the items in the container. The numerical results demonstrate the efficiency of the proposed strategies and of the combination of the CP and the LP-based pruning rules.

Chapter 4 deals with OPP-3 and SPP-3. Inspired by the results from Chapter 3, we investigate, modify and transform them into solution methods for the 3D case. We discuss basics of the algorithm and propose some minor modifications as preprocessing and consideration of raster points. We compare the basic branching strategy with the most successful according to the one from Chapter 3, disjunctive strategy. We also propose new pruning rules based on the geometrical and LP-relaxations of four types: a simple 1D bar relaxation with different stock lengths, a 1D bar relaxation, a 2D slice relaxation and a 1D slice-bar relaxation with forbidden item pairs. The performed
numerical study shows high efficiency of the propagated on 3D approach and of the geometrical and further relaxed by LP pruning rules.

The summery and outlook follow and conclude the thesis.
Chapter 1

A Branch-and-Cut Method for the Strip Packing Problem

We consider the 2D strip packing problem (SPP-2). Given a set of rectangular items, SPP-2 is to find a packing of all items occupying the minimal height of the given semi-infinite strip. We develop an Integer Linear Programming (ILP) model and subject it to polyhedral analysis. We determine non-overlapping and density constraints and prove under appropriate assumptions their facet-defining property for the convex hull of the integer solutions. We also consider some valid linear and non-linear inequalities. For the non-linear ones we develop a proper linearization if possible. Based on the proposed formulation and facets we develop a new branch-and-cut algorithm. Numerical results are presented.

Keywords: linear programming, branch-and-cut, facet-defining inequalities

1.1 Introduction

Let us consider a set of $m$ rectangular items $(w_i, h_i)$, with $i \in I := \{1, \ldots, m\}$. The 2-dimensional orthogonal strip packing problem (SPP-2) [LMV02] asks for a packing of items $(w_i, h_i)$ with $i \in I$ without rotations into the semi-infinite strip with width $W$ which occupies the minimal height. The guillotine constraint [MAVdC10, CJM08] is not considered. All input data are positive integers, i.e., $W \in \mathbb{Z}_+$, and $w_i \in \{1, \ldots, W\}$ for $i \in I$, $h := \{h_1, \ldots, h_m\} \in \mathbb{Z}_+^m$. The problem can be formulated also for the 3D case. If dimension of a problem is not relevant then it will be referenced as SPP further in this paper.

1.1.1 Modeling and notations

Let $H$ be a feasible upper bound on the optimal value of the height of the strip in SPP-2. In order to formulate a model we consider the following solution representation. To the strip we apply a 2-dimensional grid with step 1, each point of which $(u, v)$, $u \in U := \{1, \ldots, H\}$, $v \in V := \{1, \ldots, W\}$ can be covered by an item $i \in I$. 
Let us introduce binary variables $\alpha^u_i$, $i \in I$, $u \in U$ which indicate in the case of $\alpha^u_i = 1$ the minimal coordinate $u$ of item $i$ in the packing over the $(0, H)$-axis. Analogously, we introduce variables $\beta^v_i$, $i \in I$, $v \in V$ for the packing over the $(0, W)$-axis. That means, if $\alpha^u_i = 1$ then item $i$ covers the rectangular region $\{(x, y): u - 1 < x \leq u - 1 + h_i, v - 1 < y \leq v - 1 + w_i\}$, and $(u, v)$ is called the allocation point of item $i$ or coordinates of item $i$. If one of the variables $\alpha^j_i, j = u - h_i + 1, \ldots, u$ is not 0, then item $i \in I$ intersects the coordinate $u \in U$. To simplify the description we introduce the following sets:

$H_i(u) := \{\max\{1, u - h_i + 1\}, \ldots, \min\{u, H - h_i + 1\}\}, \ u \in U$;

$W_i(v) := \{\max\{1, v - w_i + 1\}, \ldots, \min\{v, W - w_i + 1\}\}, \ v \in V$.

Thus, if $\alpha^u_i = 1$ then item $i$ intersects all coordinates $k \in \{u, \ldots, u + h_i - 1\}$. Let

\[ \tilde{\alpha}^u_i = \sum_{k \in H_i(u)} \alpha^k_i, \quad \tilde{\beta}^v_i = \sum_{k \in W_i(v)} \beta^k_i; \quad u \in U, \ v \in V. \]

The set of item pairs which fit together in both directions is denoted by

$\mathcal{P} := \{(p, q) \in I \times I : p < q \land w_p + w_q \leq W \land h_p + h_q \leq H\}$.

Let $H = \sum_{i \in I} h_i$ and $f$ be the value (height) of a solution. We obtain the following Integer Linear Programming (ILP) model of SPP-2:

\[
\begin{align*}
 f & \rightarrow \min; \quad \text{s.t.} \\
 \sum_{u \in U} \alpha^u_i & = 1, \quad i \in I; \quad (1.1) \\
 \sum_{v \in V} \beta^v_i & = 1, \quad i \in I; \quad (1.2) \\
 \sum_{i \in I} w_i \tilde{\alpha}^u_i - W & \leq 0, \quad u \in U; \quad (1.3) \\
 \sum_{i \in I} h_i \tilde{\beta}^v_i - f & \leq 0, \quad v \in V; \quad (1.4) \\
 \tilde{\alpha}^u_p + \tilde{\alpha}^u_q + \tilde{\beta}^v_p + \tilde{\beta}^v_q & \leq 3, \quad u \in U, \ v \in V, \ (p, q) \in \mathcal{P}; \quad (1.5) \\
 \alpha^u_i, \beta^v_i & \in \{0, 1\}, \quad i \in I, \ u \in U, \ v \in V. \quad (1.6)
\end{align*}
\]

The above formulation has $O(m(W + H))$ variables and $O(m^2WH)$ constraints. Note the formulation (1.1)-(1.7) can be referred as to a position-indexed formulation of SPP-2, since we define 0-1 decision variables for every placement position. Such kind of models were firstly proposed by L.V. Kantorovich for different problems in production [Kan39].

**Lemma 1.1.** Model (1.1)-(1.7) is an exact formulation of SPP-2.

**Proof.** In both directions has to be proven: one-one mapping of a feasible solution and variable values; one-one mapping of variable values and a feasible solution.
From one hand, from a feasible packing, i.e., \( \{(x_i, y_i) : i \in I\} \), where the \( x_i \)- and \( y_i \)-coordinates are minimal, we obtain the corresponding values of variables:

\[
\alpha_i^* = \begin{cases} 1, & j = x_i + 1; \\ 0, & \text{otherwise}; \end{cases} \quad \beta_i^* = \begin{cases} 1, & j = y_i + 1; \\ 0, & \text{otherwise}. \end{cases}
\]

From the other hand, based on variables we can build two graphs \( G_d = (I, E_d) \), \( d = 1, 2 \), where

\[
E_1 = \{(i, j) \in I \times I : i \neq j, \exists u \in U, \, \tilde{\alpha}_i^u = \tilde{\alpha}_j^u = 1\};
\]

\[
E_2 = \{(i, j) \in I \times I : i \neq j, \exists v \in V, \, \tilde{\beta}_i^v = \tilde{\beta}_j^v = 1\}.
\]

Each of these graphs have the following three properties:

1. \( G_1 \) and \( G_2 \) are interval graphs.
2. Each stable set of \( G_1 \) and \( G_2 \) are \( y \) and \( x \)-feasible, respectively.
3. \( E_1 \cap E_2 = \emptyset \).

The first property holds by construction of graphs. The second holds because variables satisfy constraints (1.4)-(1.5). The last property holds because variables satisfy constraints (1.6). Since all properties hold then from the Theorem 1 [FSvdV07] follows the lemma.

---

**Modeling with rotations**

We do not allow the rotation of items by 90\( ^\circ \). But it is possible to model the rotations by introducing additional variables which duplicate \( \alpha_i^u \) and \( \beta_i^v \), variables \( a_i^u \) and \( b_i^v \). Variables \( a_i^u, \, i \in I, \, u \in U \), in contrast to \( \alpha_i^u \), indicate in case of \( a_i^u = 1 \) the minimal coordinate \( u \) of rotated by 90\( ^\circ \) item \( i \) in the packing over the \((0, H)\)-axis. Analogously, we introduce variables \( b_i^v, \, i \in I, \, v \in V \) for the packing of rotated by 90\( ^\circ \) item \( i \) over the \((0, W)\)-axis. Similarly to \( H_i(u) \) and \( W_i(v) \) we introduce the following sets:

\[
H_i(u) := \{\max\{1, u - w_i + 1\}, \ldots, \min\{u, H - w_i + 1\}\}, \quad u \in U;
\]

\[
W_i(v) := \{\max\{1, v - h_i + 1\}, \ldots, \min\{v, W - h_i + 1\}\}, \quad v \in V.
\]

Thus, if \( a_i^k = 1 \) then item \( i \) intersects all coordinates \( k \in \{u, \ldots, u + w_i - 1\} \). Let

\[
\tilde{\alpha}_i^u = \sum_{k \in H_i(u)} a_i^k; \quad \tilde{\beta}_i^v = \sum_{k \in W_i(v)} b_i^k; \quad u \in U, \, v \in V.
\]

Assigning a value to variables \( \alpha_i^u, \alpha_i^v, \beta_i^v, b_i^u \) and \( f \), we obtain the following ILP
model of SPP-2 with rotations by 90°:

\[ f \rightarrow \min; \quad \text{s.t.} \]

\[ \sum_{u \in U} \{ \alpha^u_i + a^u_i \} = 1, \quad i \in I; \]

\[ \sum_{v \in V} \{ \beta^v_i + b^v_i \} = 1, \quad i \in I; \]

\[ \sum_{i \in I} \{ w_i \tilde{\alpha}^u_i + h_i \tilde{a}^u_i \} - W \leq 0, \quad u \in U; \]

\[ \sum_{i \in I} \{ h_i \tilde{\beta}^v_i + w_i \tilde{b}^v_i \} - f \leq 0, \quad v \in V; \]

\[ \sum_{i \in \{p,q\}} \{ \tilde{\alpha}^v_i + \tilde{a}^v_i + \tilde{\beta}^u_i + \tilde{b}^u_i \} \leq 3, \quad (u,v) \in U \times V, \quad (p,q) \in \mathcal{P}; \]

\[ f \geq 0; \]

\[ \alpha^u_i, \beta^v_i, a^u_i, b^v_i \in \{0,1\}, \quad i \in I, \quad u \in U, \quad v \in V. \]

Further in this paper we consider SPP-2 without rotations.

### 1.1.2 Overview of solution methods

There exist ILP models [Bea85, Pad00, BB07, BKRS09] for SPP-2 or similar problems based on different representations of a feasible solution. For some of them, the exact solution is difficult because of the weak LP bounds, i.e., [Pad00], quadratic number of intersection variables and/or pseudo-polynomial number of position-indexed variables, i.e., [Bea85, BB07].

In [HNS08], the problem is considered in the 1D case without connecting inequalities (1.6). The resulting facet-defining inequalities are subject to study in the 2D case, but this is not the aim of this paper. In [MMBS11], the 1D case is also considered and handled by a branch-and-bound with lower bounds based on the LP relaxation of the decomposed model of the 1D bin packing problem which is solved by column generation method.

The proposing formulation (1.1)-(1.7) has some of the discussed drawbacks but in the subsequent we consider some approaches in order to tackle them, see 1.1.4.

### 1.1.3 Polyhedra, faces and facets

Here we define briefly some notations which are used in the subsequent sections. Thereby we follow the terminology given in [NW88].

Let \( \gamma \in \mathbb{R}^k \). A set of points \( x^1, \ldots, x^k \in \mathbb{R}^n \) is **affinely independent** if the unique solution of \( \gamma^T (x^1, \ldots, x^k)^T = 0, \quad \gamma^T 1 = 0 \) is \( \gamma = 0 \).

A polyhedron \( P \subset \mathbb{R}^n \) is the set of points that satisfy a finite number of linear inequalities, that is, \( P = \{ x \in \mathbb{R}^n : Ax \leq b \} \) with an \( m \times n \)-matrix \( A \). A polyhedron \( P \subset \mathbb{R}^n \) is **bounded** if there exists a constant \( K \) such that \( |x_i| < K \forall x \in P, \quad i = 1, \ldots, n \). A bounded polyhedron is called a **polytope**.

A polyhedron \( P \) is of **dimension** \( k \), denoted by \( \dim(P) = k \), if the maximum number of affinely independent points in \( P \) is \( k + 1 \).
The set \( \{ x \in \mathbb{R}^n : \pi^T x = \pi_0 \} \) is called a hyperplane. The set \( \{ x \in \mathbb{R}^n : \pi^T x \leq \pi_0 \} \) is called a half-space. The inequality \( \pi^T x \leq \pi_0 \) is called a valid inequality for \( P \) if it is satisfied by all points in \( P \), i.e. \( \pi^T x \leq \pi_0 \forall x \in P \).

Let \( \pi^T x \leq \pi_0 \) be a valid inequality for \( P \) and let \( F = \{ x \in P : \pi^T x = \pi_0 \} \). \( F \) is called a face of \( P \), and we say that \( \pi^T x \leq \pi_0 \) represents \( F \). A face \( F \) is said to be proper if \( F \neq \emptyset \) and \( F \neq P \).

A face \( F \) of \( P \) with \( \dim(F) = \dim(P) - 1 \) is called a facet of \( P \). If \( \pi^T x \leq \pi_0 \) represents a facet of \( P \) then \( \pi^T x \leq \pi_0 \) is called a facet-defining inequality.

A set \( S \subseteq \mathbb{R}^n \) is convex if \( \forall x, y \in S, \gamma \in [0, 1] \), we have \( \gamma x + (1 - \gamma)y \in S \). Let \( x_1, \ldots, x_k \in \mathbb{R}^n \) and \( \gamma \in \mathbb{R}^k \) be given such that \( \gamma^T 1 = 1 \) then the vector \( \sum_{i=1}^k \gamma_i x_i \) is said to be a convex combination of \( x_1, \ldots, x_k \); the convex hull of \( x_1, \ldots, x_k \) is the set of all convex combinations of these vectors.

If \( \pi x \leq \pi_0 \) and \( \mu x \leq \mu_0 \) are two valid inequalities for \( P \subseteq \mathbb{R}^n_+ \), \( \pi x \leq \pi_0 \) dominates \( \mu x \leq \mu_0 \) if there exists \( s > 0 \) such that \( \pi \geq s \mu \) and \( \pi_0 \leq s \mu_0 \), and \((\pi, \pi_0) \neq (s \mu, s \mu_0)\).

### 1.1.4 Our contribution

In order to solve SPP-2 we investigate the ILP model which is proposed in Section 1.1. In Section 1.2 we look closer at the non-overlapping constraints, propose general non-overlapping and density inequalities and prove under appropriate assumptions their facet-defining property. Based on the proposed formulation and constraints we develop a new branch-and-cut algorithm, Section 1.3. In section 1.4 we consider valid inequalities which can be applied within the formulation in order to reduce the size of the branching tree and exclude equivalent solutions. In section 1.5 we consider feasible constraints which are nonlinear, but in some cases can be approximated by extra variables and linear constraints. The final part of the paper reports numerical results and conclusion.

### 1.2 Strong valid inequalities and facets

In this section we consider four classes of facet-defining inequalities: non-overlapping, cover and density inequalities. For some classes we show the proof of their facet-defining property.

Now we give some notations and preliminary information. For the case of SPP-2 in formulation (1.1)-(1.7) let in the following

\[
P := \{ (\alpha, \beta) \in \mathbb{R}^{m(W+H)}_+ : (1.2) - (1.6) \text{ hold} \}
\]

denote the polyhedron of the continuous relaxation of SPP-2. Furthermore, let

\[
S := \{ (\alpha, \beta) \in \{0, 1\}^{m(W+H)} : (1.2) - (1.6) \text{ hold} \}
\]

be the set of feasible solutions, and let \( \text{conv}(S) \) be the convex hull of \( S \).

In order to get a full description of \( \text{conv}(S) \) by linear inequalities it is sufficient to use the facet-defining inequalities. In the following we develop some classes of such inequalities.
In order to simplify the following description we introduce the following sets:

$$
\bar{U}_i := \{H - h_i + 2, \ldots, H\}, \quad \bar{V}_i := \{W - w_i + 2, \ldots, W\}.
$$

(1.16)

where $\bar{U}_i$ and $\bar{V}_i$ contain the coordinates of an item $i$ where it cannot be allocated.

**Lemma 1.2.** Let $H := 2H_0 + h_{\text{max}} - 1$ where $H_0$ is the value of an optimal solution. In case of SPP-2 in formulation (1.1)-(1.7) we have

$$
\dim(\text{conv}(S)) = m(W + H) - \sum_{i \in I}[w_i + h_i].
$$

Proof. Any solution $(\alpha, \beta) \in \{0, 1\}^{m(W + H)}$ fulfills the $2m$ equalities (1.2)-(1.3). That means, $\dim(\text{conv}(S)) \leq m(W + H) - 2m$. Last allocation points for an item $i$ are $W - w_i + 1$ and $H - h_i + 1$, respectively, which equivalent to equations $\alpha_1^i = 0$, $u \in \bar{U}_i$, and $\beta_1^i = 0$, $u \in \bar{V}_i$ in the formulation. Herewith, $\dim(\text{conv}(S)) \leq m(W + H) - 2m - \sum_{i \in I} |U_i| + |V_i|)$ or $\dim(\text{conv}(S)) \leq m(W + H) - 2m - \sum_{i \in I} |h_i - 1 + w_i - 1|$, hence $\dim(\text{conv}(S)) \leq m(W + H) - \sum_{i \in I} |w_i + h_i|$.

Further we construct $1 + m(W + H) - \sum_{i \in I} |w_i + h_i|$ affinely independent points. Let $(\alpha, \beta)_0 := (\alpha_1^1, \ldots, \alpha_{\text{max}}^1, \ldots, \alpha_1^m, \ldots, \alpha_{\text{max}}^m, \beta_1^1, \ldots, \beta_{\text{max}}^1, \ldots, \beta_1^m, \ldots, \beta_{\text{max}}^m)$ be an optimal solution with $f := H_0$ and $\alpha_1^k := 1$, $\beta_1^k := 1$, and $\alpha_i^k := 0$ for $k \in U \setminus \{k_i\}$, $\beta_i^k := 0$ for $l \in V \setminus \{k_i\}$, where $k_i$ and $l_i$ are the positions of items in the optimal solution in $(0, H)$ and $(0, W)$, respectively. For the graphical representation, please refer to Fig. 1.1a.

Let $k := H_0 + h_{\text{max}} - 1$. Now we construct the first $mH - \sum_{i \in I} h_i$ points by shifting of each item over the $(0, H)$-axis. The shifting is divided into two phases: the first, we shift an item $i$ along coordinates $1$ up to $H_0$ skipping its original $k_i$; the second, we shift it along coordinates $H_0 + 1$ up to $H - h_i + 1$. For the first phase we put the rest of the items after the coordinate $k$, and at the origin for the second phase, Fig. 1.1c-1.1d.

For each $s \in I$:

$$
f := 2H_0 + h_{\text{max}} - 1,
$$

$$
\alpha_i^k := \begin{cases} 1, & i = s, \ k \in \{1, \ldots, H_0\} \setminus \{k_i\}; \\ 1, & i \in I \setminus \{s\}, \ k = \bar{k} + k_i; \\ 0, & \text{otherwise}; \end{cases} \quad \beta_i^l := \begin{cases} 1, & l = l_i; \\ 0, & \text{otherwise}. \end{cases}
$$

(1.17)

For each $s \in I$:

$$
f := 2H_0 + h_{\text{max}} - 1,
$$

$$
\alpha_i^k := \begin{cases} 1, & i = s, \ k \in \{H_0 + 1, \ldots, H\} \setminus \bar{U}_i; \\ 1, & i \in I \setminus \{s\}, \ k = k_i; \\ 0, & \text{otherwise}; \end{cases} \quad \beta_i^l := \begin{cases} 1, & l = l_i; \\ 0, & \text{otherwise}. \end{cases}
$$

(1.18)

where $U_i$ is defined as (1.16). The number of points (1.17) is $\sum_{i \in I} [H_0 - 1] = m(H_0 - 1)$. The number of points (1.18) is $\sum_{i \in I} [H - H_0 - |U_i|] = \sum_{i \in I} [H - H_0 - (h_i - 1)] = m(H - H_0 + 1) - \sum_{i \in I} h_i$. So, the number of points which arise from shifting of items over the $(0, H)$-axis is $mH - \sum_{i \in I} h_i$. 
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Figure 1.1: Feasible shifting of items for construction of affinely independent points in \( \text{conv}(S) \): (a) – An optimal solution; (b) – Shifting of item \( p \) over the \((0,W)\)-axis; (c)-(d) – Shifting of item \( p \) over the \((0,H)\)-axis. Note for all figures here and further we draw the strip rotated by 90° clockwise.

Now we construct the last \( mW - \sum_{i \in I} w_i \) points by shifting of each item over the \((0,W)\)-axis. While we shift an item \( i \) along coordinates 1 up to \( W - w_i + 1 \) skipping the origin \( l_i \), we put the rest of the items after the coordinate \( k \) over \((0,H)\)-axis, Fig. 1.1b. For each \( s \in I \):

\[
f := 2H_0 + h_{\text{max}} - 1, \\
\alpha^k_i := \begin{cases} 
1, & i = s, k = k_i; \\
1, & i \in I \setminus \{s\}, k = \bar{k} + k_i; \\
0, & \text{otherwise};
\end{cases} \\
\beta^l_i := \begin{cases} 
1, & i = s, k \in V \setminus (\bar{V}_i \cup \{l_i\}); \\
1, & i \in I \setminus \{s\}, l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\]  

(1.19)

where \( V_i \) is defined as (1.16). The number of points (1.19) is \( \sum_{i \in I} |W - 1 - |V_i|| = \sum_{i \in I} [W - 1 - (w_i - 1)] = mW - \sum_{i \in I} w_i \).

Now we show the affinely independence of the introduced points. Firstly, we simplify the notation. Let \( \hat{k} \in \{0,1\}^H \) and \( \hat{l} \in \{0,1\}^W \) be the \( k \)-th and \( l \)-th unit vectors, respectively. Hence, we can rewrite each subvector in the initial solution, \( (\alpha^1_i, \ldots, \alpha^H_i) \) as \( \hat{k}_i \) and \( (\beta^1_i, \ldots, \beta^W_i) \) as \( \hat{l}_i \). So the initial solution \( (\alpha, \beta)_0 \) is equal to \( (\hat{k}_1, \ldots, \hat{k}_m, \hat{l}_1, \ldots, \hat{l}_m) \) and the introduced points are as follows, Table 1.1 (note the vectors are written row by row).

The last \( mW - \sum_{i \in I} w_i \) of points are linearly independent from the other points, since there is only a single \( \hat{l} \) with \( l \in V \setminus \{l_i\} \) in each column. The second part of the points are linearly independent from the other points, since there is only a single \( \hat{k} \).
Table 1.1: $m(W + H) - \sum_{i \in I}[w_i + h_i] + 1$ affinely independent points in $\text{conv}(S)$: The table consist of four vertical parts: the first points; the points from consecutively shifting the values of $\alpha$ variables, (1.17), (1.18); the points from consecutively shifting the values of $\beta$ variables. The first part has one point. The second and the third part has $mH - \sum_{i \in I}h_i$ points. The fourth part has $mW - \sum_{i \in I}w_i$. The points are written row by row.

\[
\begin{array}{ccccccc}
\alpha_1 & \alpha_2 & \cdots & \alpha_m & \beta_1 & \beta_2 & \cdots & \beta_m \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_1^H & \alpha_2^H & \cdots & \alpha_m^H & \beta_1^W & \beta_2^W & \cdots & \beta_m^W \\
\hline
\hat{t}_k & \hat{t}_{k+1} & \cdots & \hat{t}_{k+m} & \hat{j}_k & \hat{j}_{k+1} & \cdots & \hat{j}_{k+m} \\
\hat{t}_k & \hat{t}_{k+m} & \cdots & \hat{t}_{k+m+k} & \hat{j}_k & \hat{j}_{k+m+k} & \cdots & \hat{j}_{k+m+k} \\
\hat{t}_k & \hat{t}_{k+m+k} & \cdots & \hat{t}_{k+m+k} & \hat{j}_k & \hat{j}_{k+m+k} & \cdots & \hat{j}_{k+m+k} \\
\hat{t}_k & \hat{t}_{k+m+k} & \cdots & \hat{t}_{k+m+k} & \hat{j}_k & \hat{j}_{k+m+k} & \cdots & \hat{j}_{k+m+k} \\
\hat{t}_k & \hat{t}_{k+m+k} & \cdots & \hat{t}_{k+m+k} & \hat{j}_k & \hat{j}_{k+m+k} & \cdots & \hat{j}_{k+m+k} \\
\end{array}
\]

with $k \in \{1, \ldots, H_0\}\{k_1\}$ in each column. For elements from the third part, in each column there is only a single $t^k$ with $k \in \{H_0 + 1, \ldots, H\}\bar{U}_i$ or it is equal at most to one element from the second part and/or at most to one element from the fourth part, which are linearly independent from all points. Thus, the points from the third part are linearly independent. Thus, the points are linearly and hence affinely independent.

Because constraints (1.2)-(1.6) hold for all points, we have $(\alpha_1^k, \ldots, \beta_1^k, \ldots) \in \text{conv}(S)$. Since the number of points in total is $m(W + H) - \sum_{i \in I}[w_i + h_i] + 1$, the lemma follows.

\[\square\]

1.2.1 Non-overlapping inequalities

Constraint (1.6) handles the case of two items. Generally speaking the case of two items can be trivially extended on more items. Suppose we have three items $p, q, r \in I : p \neq q \neq r$, which fit into the strip in $W$-direction. Let us consider some allocations of these items against each other, see Fig. 1.2.

Obviously if projections of these three items overlap in one direction then they should not overlap in the other direction, otherwise there is an overlapping of items. Thus, for $u \in U$, $u_p \in H_p(u)$, $u_q \in H_q(u)$, $u_r \in H_r(u)$: $\alpha_p + \alpha_q + \alpha_r = 3 \Rightarrow \beta_p + \alpha_q \geq 2$, $\beta_q + \alpha_r \geq 2$, $\beta_p + \alpha_r \geq 2$. This is illustrated in Fig. 1.2.
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Figure 1.2: Allocations of three items $p, q, r$: (a) – Projections of $\{p, q, r\}$ overlap in $(0, W)$, but do not in $H$-direction; (b) – Projections of $\{p, q\}$ overlap in $(0, W)$, projections of $\{p, r\}$ and $\{q, r\}$ overlap in $(0, H)$.

\[
\beta_p^v + \beta_r^v \leq 1, \quad \forall v \in V, \quad v_p \in W_p(v), \quad v_q \in W_q(v), \quad v_r \in W_r(v). \quad \text{So, that follows}
\]

\[
\alpha_p^{uv} + \alpha_q^{uv} + \alpha_r^{uv} + \beta_p^{uv} + \beta_q^{uv} + \beta_r^{uv} \leq 4, \quad u \in U, \quad v \in V.
\]

Figure 1.3: Allocations of four items $p, q, r, s$: (a) – Projections of $\{p, q, r, s\}$ overlap in $(0, W)$, but do not in $(0, H)$; (b) – Projections of $\{p, q, r\}$ overlap in $(0, W)$, projections of $\{p, s\}$ and $\{q, s\}$ overlap in $(0, H)$; (c) – Projections of $\{s, r\}$, $\{q, r\}$, $\{p, q\}$ overlap in $(0, W)$, projections of $\{q, s\}$ and $\{p, r\}$ overlap in $(0, H)$; (d) – Projections of $\{p, q\}$ overlap in $(0, W)$, projections of $\{r, s, p\}$ and $\{r, s, q\}$ overlap in $(0, H)$.

Analogously for 4 items, see Fig. 1.3. So,

\[
\alpha_p^{uv} + \alpha_q^{uv} + \alpha_r^{uv} + \alpha_s^{uv} + \beta_p^{uv} + \beta_q^{uv} + \beta_r^{uv} + \beta_s^{uv} \leq 5, \quad u \in U, \quad v \in V,
\]

where $u_s \in H_s(u)$ and $v_s \in W_s(v)$.

The above idea can be extended for an arbitrary number of items. Let $\mu^W$ and $\mu^H$ be the maximal numbers of items, which fit in the $W$-, $H$-directions, respectively. It
means that for \( \mu = \min\{\mu^W, \mu^H\} \) overlapping items’ projections we should apply the overlapping constraints type (1.6). Let
\[
C := \{S \subseteq I : \sum_{i \in S} w_i \leq W, \sum_{i \in S} h_i \leq H\}
\]
be the set of subsets of \( I \) whose items fit into \( W \)- and \( H \)-directions. If for an \( u \in U \) and \( M \in C \)
\[
\sum_{i \in M} \alpha_i^u = |M| \Rightarrow \sum_{i \in M} \beta_i^v \leq 1, \quad v \in V,
\]
which leads to
\[
\sum_{i \in M} [\alpha_i^u + \beta_i^v] \leq |M| + 1, \quad u \in U, \quad v \in V, \quad M \in C. \tag{1.20}
\]
In the same manner we get the similar inequality for \( \tilde{\alpha} \) and \( \tilde{\beta} \):
\[
\sum_{i \in M} [\tilde{\alpha}_i^u + \tilde{\beta}_i^v] \leq |M| + 1, \quad u \in U, \quad v \in V, \quad M \in C. \tag{1.21}
\]

**Remark 1.1.** The number of (1.20) and (1.21) constraints is \( O(WH(2^m - m)) \).

**Theorem 1.3.** Inequalities (1.20) and (1.21) are valid for \( S \).

**Proof.** We prove the theorem using a contradiction. Let for an \( u \in U, v \in V, M \in C \) the inequality (1.20) does not hold, i.e.:
\[
\sum_{i \in M} [\alpha_i^u + \beta_i^v] \geq |M| + 2.
\]
It means that there exist at most \( 2|M| - (|M| + 2) \) elements \( \alpha^u \) and \( \beta^v \) that are zero. Therefore, there are at most \( |M| - 2 \) pairs of \( \alpha^u_k \) and \( \beta^v_k, k \in M \) where \( \alpha^u_k = 0 \) or \( \beta^v_k = 0 \). Thus, there exist \( |M| - (|M| - 2) = 2 \) pairs where both \( \alpha^u \) and \( \beta^v \) are non-zero. Let \( p, q \in M \), so that \( p \neq q \) and \( \alpha^u_p = \beta^v_p = \alpha^u_q = \beta^v_q = 1 \). But this contradicts (1.6) by \( \alpha^u_p + \beta^v_p + \alpha^u_q + \beta^v_q = 4 \). Therefore, the assumption is incorrect.

Inequality (1.21) is proven in the similar manner. \( \square \)

**Lemma 1.4.** Let \( \bar{H}_i(u) := H_i(u) \setminus \{u\} \) and \( \bar{W}_i(v) := W_i(v) \setminus \{v\} \). Inequality (1.21) dominates (1.20), if
\[
\sum_{i \in M} \left[ \sum_{k \in \bar{H}_i(u)} \alpha_i^k + \sum_{k \in \bar{W}_i(v)} \beta_i^k \right] > 0.
\]

**Proof.** Let us reformulate the inequality (1.21) as:
\[
\sum_{i \in M} [\alpha_i^u + \beta_i^v] \leq |M| + 1 - \sum_{i \in M} \left[ \sum_{k \in \bar{H}_i(u)} \alpha_i^k + \sum_{k \in \bar{W}_i(v)} \beta_i^k \right].
\]
If \( \Gamma := \sum_{i \in M} [\sum_{k \in \bar{H}_i(u)} \alpha_i^k + \sum_{k \in \bar{W}_i(v)} \beta_i^k] = 0 \) then inequalities (1.21) and (1.20) are equal. If \( \Gamma > 0 \) then we have \( |M| + 1 - \Gamma \leq u(|M| + 1) \). Let \( s := 1 - \frac{\Gamma}{|M| + 1} \). According to the definition of a dominating inequality, \( (1, \ldots, 1)^T \geq s(1, \ldots, 1)^T \) should hold. Hence, \( \Gamma > 0 \) follows. \( \square \)
Remark 1.2. Let us look closer at the (1.20) constraints and discuss their facet-defining property. Let $m = 2$, $W = H := 20$, $w_i = h_i := 5$, $u = v := 10$, and let (1.20) be satisfied at equality, i.e., $\alpha_1^{10} + \beta_1^{10} + \alpha_2^{10} + \beta_2^{10} = 3$. But this means that items 1 and 2 will never be allocated at positions 11, ..., 14 in both (0, $H$) and (0, $W$). The latter means equations in the formulation $\alpha_1^{10} = 0$, $\beta_1^{10} = 0$ for $u, v = 11, \ldots, 14$ which reduces the dimension of the face $\{(\alpha, \beta) \in \text{conv}(S) : \alpha_1^{10} + \beta_1^{10} + \alpha_2^{10} + \beta_2^{10} = 3\}$. Hence, inequality (1.20) is not a facet-defining unless $w_i = h_i := 1, i \in I$.

Since (1.21) dominates (1.20) and the latter is not a facet-defining inequality in the general case, further we consider only (1.21) and prove that (1.21) is a facet-defining inequality for $\text{conv}(S)$.

Theorem 1.5. Let $u \in U$, $v \in V$, $M \subseteq I$, $H := u + 2(H_0 + \sum_{i \in M} h_i) + 3h_{\text{max}} - 3$, where $H_0$ is the value of an optimal solution of a problem with items $I \setminus M$ and:

1. $\exists p, q \in M, p \neq q$:
   \[ h_p \leq u, \ h_q \leq u, \ w_p \leq v, \ w_q \leq v, \ v + w_p - 1 \leq W, \ v + w_q - 1 \leq W. \] (1.22)

2. $\forall i \in M \setminus \{p, q\}$:
   \[ v - 1 \geq w_i, \ W - v \geq w_i. \] (1.23)

3. $\forall i \in I \setminus M$:
   \[ w_i \leq v - 1 \text{ or } w_i \leq W - v. \] (1.24)

Inequality (1.21) is facet-defining for $\text{conv}(S)$, i.e., $F := \{(\alpha, \beta) \in \text{conv}(S) : \sum_{i \in M} [\tilde{\alpha}^p_i + \tilde{\beta}^p_i] = |M| + 1\}$ is a facet of $\text{conv}(S)$.

Proof. The proof is done by constructing of $m(W + H) - \sum_{i \in I} [w_i + h_i]$ affinely independent points of $\text{conv}(S)$ which fulfill the condition $\sum_{i \in M} [\tilde{\alpha}^p_i + \tilde{\beta}^p_i] = |M| + 1$.

Without loss of generality we assume $p := 1, q := 2$, and $M := \{1, 2, \ldots, |M|\}$. Let us split $H$ at three points:

\[ \tilde{k} := u + \sum_{i \in M} h_i + h_{\text{max}} - 1; \]

\[ \check{k} := \tilde{k} + \sum_{i \in M} h_i + h_{\text{max}} - 1; \]

\[ \hat{k} := \check{k} + H_0 + h_{\text{max}} - 1. \]

Note that term $h_{\text{max}}$ in the expressions for $\tilde{k}$, $\check{k}$, and $\hat{k}$ is needed for the feasibility of step 11 (see below). Let $H_1 := \sum_{i \in M} h_i$.

Further we construct points from a feasible solution which fulfills $\sum_{i \in M} [\tilde{\alpha}^p_i + \tilde{\beta}^p_i] = |M| + 1$. This feasible solution we construct as follows, see Fig. 1.4. Firstly, we allocate item 1 at position $k_1 := u - h_1 + 1$, $l_1 = v - w_1 + 1$. The other items $i \in M \setminus \{1\}$ we allocate at position $v$ in (0, $W$) and one after another in (0, $H$): $k_i = u + h_1 + \sum_{2 \leq j < i} h_j + 1, l_i = v$. Items from $I \setminus M$ we allocate optimally after $\hat{k}$ at positions.
Figure 1.4: Feasible initial solution for the construction of linear independent points in \( \{ (\alpha, \beta) \in \text{conv}(S) : \sum_{i \in M} [\hat{\alpha}_i^u + \hat{\beta}_i^v] = |M| + 1 \} \). \( M = \{1, 2, 3\}, I = M \cup \{4, \ldots, 7\}, u = v = 3 \).

\( k + k_i \) and \( l_i \) where \( k_i \) and \( l_i \) are their positions in the optimal solution. Let \( (\alpha, \beta)_0 := (\alpha_1^1, \ldots, \alpha_1^H, \ldots, \alpha_{m_1}^1, \ldots, \alpha_{m_1}^H, \beta_1^1, \ldots, \beta_{m_1}^H, \ldots, \beta_{m_1}^W, \ldots, \beta_{m_1}^W) \) be this feasible solution with \( f := H \) and \( \alpha_i^{k_i} := 1, \beta_i^{l_i} := 1, \) and \( \alpha_i^{k_i} := 0 \) for \( k \in U \{k_i\}, \beta_i^{l_i} := 0 \) for \( l \in V \{l_i\} \).

Now we construct \( m(W + H) - \sum_{i \in I} [w_i + h_i] \) points by shifting of items over the \((0, H)\)- and \((0, W)\)-axis, respectively, always avoiding their original location. Every shifting should be processed while \( \sum_{i \in M} [\hat{\alpha}_i^u + \hat{\beta}_i^v] = |M| + 1 \) holds. Shiftings over the \((0, H)\)-axis are divided in five phases as \( H \) is divided in five parts by \( u, \tilde{k}, \tilde{k}, \tilde{k} \). Shiftings over the \((0, W)\)-axis are divided into two phases, since \( W \) is divided in two parts by \( v \). Here are the following fourteen steps:

1. Shift the items \( i \in M \setminus \{1\} \) over the \((0, H)\)-axis after the coordinate \( u \) skipping the origin for every \( i \), see Fig. 1.5.

   Let \( \alpha_i^{u - h_i + 1} := 1, \beta_i^{v - w_i + 1} := 1, f := H, \) and:

   \[
   \beta_i^l := \begin{cases} 
   1, & i \in M \setminus \{1\}, l = v; \\
   1, & i \in I \setminus M, l = l_i; \\
   0, & \text{otherwise.} 
   \end{cases}
   \]

   This shifting is divided into four phases, see Fig. 1.5a-1.5d:

   (a) For each \( s \in M \setminus \{1\} \):

   \[
   \alpha_i^k := \begin{cases} 
   1, & i = s, k \in \{u + 1, \ldots, \tilde{k} - h_i + 1\} \setminus \{u + k_i\}; \\
   1, & i \in M \setminus \{1, s\}, k = \tilde{k} + k_i; \\
   1, & i \in I \setminus M, k = \tilde{k} + k_i; \\
   0, & \text{otherwise;}
   \end{cases}
   \] (1.25)

   (b) For each \( s \in M \setminus \{1\} \):

   \[
   \alpha_i^k := \begin{cases} 
   1, & i = s, k \in \{\tilde{k} - h_i + 2, \ldots, \tilde{k} - h_i + 1\}; \\
   1, & i \in M \setminus \{1, s\}, k = u + k_i; \\
   1, & i \in I \setminus M, k = \tilde{k} + k_i; \\
   0, & \text{otherwise;}
   \end{cases}
   \] (1.26)
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Figure 1.5: Feasible shifting of items from $M \setminus \{1\}$ over the $(0, H)$-axis while $\sum_{i \in M} [\bar{\alpha}^n_i + \bar{\beta}^n_i] = |M| + 1$ holds. $M = \{1, 2, 3\}$, $I = M \cup \{4, \ldots, 7\}$, $u = v = 3$. The shifting of item 2 after $u$ is divided in four parts: (a) – First part, item 3 is allocated after $k$; (b) – Second part, item 3 is allocated at its origin; (c) – Third part, items 4, . . . , 7 are allocated after $\hat{k}$; (d) – Fourth part, items 4, . . . , 7 are allocated at their origin.

(c) For each $s \in M \setminus \{1\}$:

$$\alpha^k_i := \begin{cases} 1, & i = s, k \in \{\hat{k} - h_i + 2, \ldots, \hat{k} - h_i + 1\}; \\ 1, & i \in M \setminus \{1, s\}, k = u + k_i; \\ 1, & i \in I \setminus M, k = \hat{k} + k_i; \\ 0, & \text{otherwise}; \end{cases} \quad (1.27)$$

(d) For each $s \in M \setminus \{1\}$:

$$\alpha^k_i := \begin{cases} 1, & i = s, k \in \{\hat{k} - h_i + 2, \ldots, H\} \setminus \bar{U}_i; \\ 1, & i \in M \setminus \{1, s\}, k = u + k_i; \\ 1, & i \in I \setminus M, k = \hat{k} + k_i; \\ 0, & \text{otherwise}; \end{cases} \quad (1.28)$$

The number of points which arise through the shiftings (1.25)-(1.28) is $\sum_{i \in M \setminus \{1\}} [H - u - 1 - |\bar{U}_i|] = \sum_{i \in M \setminus \{1\}} [H - u - 1 - (h_i - 1)] = (|M| - 1)(H - u) - \sum_{i \in M \setminus \{1\}} h_i$.

2. Shift the items $i \in M \setminus \{1\}$ over the $(0, H)$-axis before the coordinate $u$, see Fig. 1.6.
The number of points which arise through the shifting (1.29) is 
\[ \sum_{i \in M} [\alpha_i^v + \beta_i^v] = |M| + 1 \]
hold. \( M = \{1, 2, 3\}, I = M \cup \{4, \ldots, 7\}, u = v = 3 \).

Note that here we change the position of item 1 in \((0, H)\)-axis. Let \( \alpha_i^v := 1, \beta_i^{u-w_{i+1}} := 1, f := H \), and for each \( s \in M \setminus \{1\} \):

\[
\begin{align*}
\alpha_i^k &= \begin{cases}
1, & i = s, \ k \in \{1, \ldots, u-h_i\}; \\
1, & i \in M \setminus \{1, s\}, \ k = u + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise};
\end{cases} \\
\beta_i^l &= \begin{cases}
1, & i \in M \setminus \{1\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\end{align*}
\]

(1.29)

The number of points which arise through the shifting (1.29) is 
\[ \sum_{i \in M \setminus \{1\}} [u - h_i] = (|M| - 1)u - \sum_{i \in M \setminus \{1\}} h_i. \]

3. Shift the items \( i \in M \setminus \{1\} \) over the \((0, W)\)-axis after the coordinate \( v \), see Fig. 1.7a.

Let \( \alpha_i^{u-h_{i+1}} := 1, \beta_i^{u-w_{i+1}} := 1, f := H \), and for each \( s \in M \setminus \{1\} \):

\[
\begin{align*}
\alpha_i^k &= \begin{cases}
1, & i = s, \ u = w_i; \\
1, & i \in M \setminus \{1, s\}, \ k = \bar{k} + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise};
\end{cases} \\
\beta_i^l &= \begin{cases}
1, & i = s, \ l \in \{v + 1, \ldots, W - w_i + 1\} \\
1, & i \in M \setminus \{1\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\end{align*}
\]

(1.30)

The number of points which arise through the shifting (1.30) is 
\[ \sum_{i \in M \setminus \{1\}} [W - v - |\tilde{V}_i|] = \sum_{i \in M \setminus \{1\}} [W - v - (w_i - 1)] = (|M| - 1)(W - v + 1) - \sum_{i \in M \setminus \{1\}} w_i. \]

4. Shift the items \( i \in M \setminus \{1\} \) over the \((0, W)\)-axis before the coordinate \( v \), see Fig. 1.7b.

Note that here we change the position of item 1 in \((0, W)\). Let \( \alpha_i^{u-h_{i+1}} := 1, \beta_i^v := 1, f := H \), and for each \( s \in M \setminus \{1\} \):

\[
\begin{align*}
\alpha_i^k &= \begin{cases}
1, & i = s, \ u = w_i; \\
1, & i \in M \setminus \{1, s\}, \ k = \bar{k} + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise};
\end{cases} \\
\beta_i^l &= \begin{cases}
1, & i = s, \ l \in \{1, \ldots, v - w_i\} \\
1, & i \in M \setminus \{1\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\end{align*}
\]
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Figure 1.7: Feasible shifting of items from $M \setminus \{1\}$ over the $(0, W)$-axis while $\sum_{i \in M} [\bar{\alpha}_i^v + \bar{\beta}_i^v] = |M| + 1$ holds. $M = \{1, 2, 3\}$. $I = M \cup \{4, 5\}$. $u = v = 3$. Description: (a) – Shifting of item 2 after $v$; (b) – Shifting of item 2 before $v$.

The number of points which arise through the shifting (1.31) is $\sum_{i \in M \setminus \{1\}} [v - w_i] = (|M| - 1)v - \sum_{i \in M \setminus \{1\}} w_i$.

5. Shift the item 1 over the $(0, H)$-axis after the coordinate $u$.

In this case item 2 covers position $u$ and $v$. Let $\alpha_2^{v-h_2+1} := 1$, $\beta_2^{v-w_2+1} := 1$, $f := H$, and:

$$
\beta_i^l := \begin{cases} 
1, & i \in M \setminus \{2\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise.}
\end{cases}
$$

This shifting is divided into four phases:

(a)

$$
\alpha_i^k := \begin{cases} 
1, & i = 1, \ k \in \{u + 1, \ldots, \bar{k} - h_1 + 1\}; \\
1, & i \in M \setminus \{1, 2\}, \ k = \bar{k} + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise;}
\end{cases}
$$

(b)

$$
\alpha_i^k := \begin{cases} 
1, & i = 1, \ k \in \{\bar{k} - h_1 + 2, \ldots, \bar{k} - h_1 + 1\}; \\
1, & i \in M \setminus \{1, 2\}, \ k = u + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise;}
\end{cases}
$$
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(c) \[
\alpha_i^k := \begin{cases} 
1, & i = 1, k \in \{\hat{k} - h_1 + 2, \ldots, \hat{k} - h_1 + 1\}; \\
1, & i \in M \setminus \{1, 2\}, k = u + k_i; \\
1, & i \in I \setminus M, k = \hat{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad (1.34)
\]

(d) \[
\alpha_i^k := \begin{cases} 
1, & i = 1, k \in \{\hat{k} - h_1 + 2, \ldots, H\} \setminus U_1; \\
1, & i \in M \setminus \{1, 2\}, k = u + k_i; \\
1, & i \in I \setminus M, k = \hat{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad (1.35)
\]

The number of points which arise through the shifting (1.32)-(1.35) is \( H - u - |U_1| = H - u - (h_1 - 1) = H - u + 1 - h_1 \).

6. Shift the item 1 over the \((0, H)\)-axis before the coordinate \(u\):

Let \(\alpha_2^u := 1, \beta_2^{v-W_2+1} := 1, f := H\), and:

\[
\alpha_i^k := \begin{cases} 
1, & i = 1, k \in \{1, \ldots, u - h_1\}; \\
1, & i \in M \setminus \{1, 2\}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad (1.36)
\]

The number of points which arise through the shifting (1.36) is \(u - h_1\).

7. Shift the item 1 over the \((0, W)\)-axis after the coordinate \(v\):

Let \(\alpha_2^{u-h_2+1} := 1, \beta_2^{v-W_2+1} := 1, f := H\), and:

\[
\alpha_i^k := \begin{cases} 
1, & i = 1, k = w; \\
1, & i \in M \setminus \{1, 2\}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad (1.37)
\]

The number of points which arise through the shifting (1.37) is \(W - v - |V_1| = W - v - (w_1 - 1) = W - v + 1 - w_1\).

8. Shift the item 1 over the \((0, W)\)-axis before the coordinate \(v\):

Let \(\alpha_2^{u-h_2+1} := 1, \beta_2^v := 1, f := H\), and:

\[
\alpha_i^k := \begin{cases} 
1, & i = 1, k = w; \\
1, & i \in M \setminus \{1, 2\}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad (1.38)
\]

\[
\beta_i^l := \begin{cases} 
1, & i = 1, l \in \{v + 1, \ldots, W - w_1 + 1\} \\
1, & i \in M \setminus \{1, 2\}, l = v; \\
1, & i \in I \setminus M, l = l_i; \\
0, & \text{otherwise}. 
\end{cases}
\]
Chapter 1. A Branch-and-Cut Method for the Strip Packing Problem

1.2. Strong valid inequalities and facets

(1.38)

The number of points which arise through the shifting (1.38) is \( v - w_1 \).

9. Shift item 1 over the \((0, H)\)-axis within coordinates \(H_1(u)\) skipping its origin in the initial solution \((\alpha, \beta)_0\).

Let \( f := H \), and:

\[
\alpha^k_i := \begin{cases} 
1, & i = 1, k \in H_1(u) \setminus \{ u - h_1 + 1 \}; \\
1, & i \in M \setminus \{ 1 \}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \\
\beta^l_i := \begin{cases} 
1, & i = 1, l = v - w_1 + 1; \\
1, & i \in M \setminus \{ 1 \}, l = v; \\
1, & i \in I \setminus M, l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\]

(1.39)

The number of points which arise through the shifting (1.29) is \(|H_1(u)| - 1 = h_1 - 1\).

10. Shift item 1 over the \((0, W)\)-axis within coordinates \(W_1(v)\) skipping its origin in the initial solution \((\alpha, \beta)_0\).

Let \( f := H \), and:

\[
\alpha^k_i := \begin{cases} 
1, & i = 1, k = u - h_1 + 1; \\
1, & i \in M \setminus \{ 1 \}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \\
\beta^l_i := \begin{cases} 
1, & i = 1, l \in W_1(v) \setminus \{ v - w_1 + 1 \}; \\
1, & i \in M \setminus \{ 1 \}, l = v; \\
1, & i \in I \setminus M, l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\]

(1.40)

The number of points which arise through the shifting (1.40) is \(|W_1(v)| - 1 = w_1 - 1\).

11. Shift every item \( i \in M \setminus \{ 1 \} \) over the \((0, H)\)-axis within coordinates \(H_i(u)\). This differs from the previous step, since items \( M \setminus \{ 1 \} \) have never been allocated at positions \(H_i(u)\).

Let \( f := H \) then for each \( s \in M \setminus \{ 1 \} \):

\[
\alpha^k_i := \begin{cases} 
1, & i = 1, k = \bar{k} + 1; \\
1, & i = s, k \in H_i(u); \\
1, & i \in M \setminus \{ 1, s \}, k = \bar{k} + k_i; \\
1, & i \in I \setminus M, k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \\
\beta^l_i := \begin{cases} 
1, & i = 1, l = v - w_1 + 1; \\
1, & i \in M \setminus \{ 1 \}, l = v; \\
1, & i \in I \setminus M, l = l_i; \\
0, & \text{otherwise}.
\end{cases}
\]

(1.41)

The number of points which arise through the shifting (1.41) is \( \sum_{i \in M \setminus \{ 1 \}} |H_i(u)| = \sum_{i \in M \setminus \{ 1 \}} h_i \).
12. Shift every item \( i \in M \setminus \{1\} \) over the \((0, W)\)-axis within coordinates \( W_i(v) \) skipping its origin \( v \). This differs from the step prior to the previous, since items \( M \setminus \{1\} \) have already been allocated at position \( v \) in the initial solution \((\alpha, \beta)_0\).

Let \( f := H \) then for each \( s \in M \setminus \{1\} \):

\[
\alpha_i^k := \begin{cases} 
1, & i = 1, \ k = \bar{k} + 1; \\
1, & i = s, \ k = u - h_i + 1; \\
1, & i \in M \setminus \{1, s\}, \ k = \bar{k} + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases} \quad \text{and} \quad \beta_i^l := \begin{cases} 
1, & i = 1, \ l = v; \\
1, & i = s, \ l \in W_i(v) \setminus \{v\}; \\
1, & i \in M \setminus \{1, s\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise}. 
\end{cases}
\]

(1.42)

The number of points which arise through the shifting (1.42) is \( \sum_{i \in M \setminus \{1\}} |W_i(v)| - 1 = -(|M| - 1) + \sum_{i \in M \setminus \{1\}} w_i \).

13. Shift items from \( I \setminus M \) over the \((0, H)\)-axis skipping their origin in the initial solution \((\alpha, \beta)_0\).

Depending on which part of the condition (1.23) is fulfilled, we let \( \beta_i^{u-w_i+1} := 1 \) or \( \beta_i^v := 1 \) for \( i \in I \setminus M \). Suppose \( w_i \leq v - 1 \) for \( i \in I \setminus M \), so \( \beta_i^v := 1 \) for \( i \in M \).

Let \( \alpha_1^{u-h_1+1} := 1 \), and \( \beta_1^v := 1 \) and \( \alpha_i^k = \beta_i^l := 0 \), otherwise; \( f := H \):

\[
\beta_i^l := \begin{cases} 
1, & i \in M \setminus \{1\}, \ l = v; \\
1, & i \in I \setminus M, \ l = l_i; \\
0, & \text{otherwise}; 
\end{cases}
\]

(1.43)

We divide the shifting into five phases as in steps 1-2:

(a) For each \( s \in I \setminus M \):

\[
\alpha_i^k := \begin{cases} 
1, & i = s, \ k \in \{1, \ldots, u - h_i + 1\}; \\
1, & i \in M \setminus \{1\}, \ k = u + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise}; 
\end{cases}
\]

(1.44)

This shifting is valid since we require (1.22)-(1.23).

(b) For each \( s \in I \setminus M \):

\[
\alpha_i^k := \begin{cases} 
1, & i = s, \ k \in \{u - h_i + 2, \ldots, \bar{k} - h_i + 1\}; \\
1, & i \in M \setminus \{1\}, \ k = \bar{k} + k_i; \\
1, & i \in I \setminus M, \ k = \bar{k} + k_i; \\
0, & \text{otherwise}. 
\end{cases}
\]

(1.45)
(c) For each $s \in M \setminus \{1\}$:

$$\alpha^k_i := \begin{cases} 1, & i = s, \ k \in \{\tilde{k} - h_i + 1, \ldots, \tilde{k} - h_i + 1\}; \\ 1, & i \in M \setminus \{1, s\}, \ k = u + k_i; \\ 1, & i \in I \setminus M, \ k = \tilde{k} + k_i; \\ 0, & \text{otherwise.} \end{cases} \quad (1.46)$$

(d) For each $s \in M \setminus \{1\}$:

$$\alpha^k_i := \begin{cases} 1, & i = s, \ k \in \{\tilde{k} - h_i + 2, \ldots, \tilde{k} - h_i + 1\}; \\ 1, & i \in M \setminus \{1, s\}, \ k = u + k_i; \\ 1, & i \in I \setminus M, \ k = \tilde{k} + k_i; \\ 0, & \text{otherwise.} \end{cases} \quad (1.47)$$

(e) For each $s \in M \setminus \{1\}$:

$$\alpha^k_i := \begin{cases} 1, & i = s, \ k \in \{\tilde{k} - h_i + 2, \ldots, H\} \setminus \bar{U}_i; \\ 1, & i \in M \setminus \{1, s\}, \ k = u + k_i; \\ 1, & i \in I \setminus M, \ k = \tilde{k} + k_i; \\ 0, & \text{otherwise.} \end{cases} \quad (1.48)$$

The number of points which arise through the shiftings (1.44)-(1.48) is $\sum_{i \in I \setminus M}[H - 1 - |\bar{U}_i|] = \sum_{i \in I \setminus M}[H - 1 - (h_i - 1)] = |I \setminus M|H - \sum_{i \in I \setminus M} h_i$.

14. Shift items from $I \setminus M$ over the $(0, W)$-axis skipping their origin in the initial solution $(\alpha, \beta)_0$.

Let $\alpha^{w-h_i+1}: = 1$, $\beta^{w-w_i+1}: = 1$, $f := H$, and for each $s \in I \setminus M$:

$$\alpha^l_i := \begin{cases} 1, & i = s, \ k = \tilde{k} + k_i; \\ 1, & i \in (I \setminus M) \setminus \{s\}, \ k = \tilde{k} + k_i; \\ 1, & i \in M, \ k = u + k_i; \\ 0, & \text{otherwise}; \end{cases} \quad (1.49)$$

$$\beta^l_i := \begin{cases} 1, & i = s, \ l \in (\{1, \ldots, W\} \setminus \bar{V}(v)) \setminus \{v\}; \\ 1, & i \in I \setminus M, \ l = l_i; \\ 1, & i \in M, \ l = v; 0, \text{otherwise}. \end{cases}$$

The number of points which arise through the shifting (1.49) is $\sum_{i \in I \setminus M}[W - 1 - \bar{V}(v)] = \sum_{i \in I \setminus M}[W - 1 - (w_i - 1)] = |I \setminus M|W - \sum_{i \in I \setminus M} w_i$. 
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Now we calculate the number of points from steps 1-12:

\[
\{(|M| - 1)(H - u) - \sum_{i \in |M\setminus\{1\}} h_i \} + \{(|M| - 1)u - \sum_{i \in |M\setminus\{1\}} h_i \} + \{(|M| - 1)(W - v + 1) - \sum_{i \in |M\setminus\{1\}} w_i \} + \{(m - 1)v - \sum_{i \in |M\setminus\{1\}} w_i \} + \{H - u + 1 - h_1 \} + \{u - h_1 \} + \{W - v + 1 - w_1 \} + \{v - w_1 \} + \{h_1 - 1 \} + \{w_1 - 1 \} + \sum_{i \in |M\setminus\{1\}} h_i - \{(|M| - 1) - \sum_{i \in |M\setminus\{1\}} w_i \} = |M|(H + W) + |M| - 1 - 2 \sum_{i \in I\setminus\{1\}} [w_i + h_i] - w_1 - h_1 - |M| + 1 + \sum_{i \in |M\setminus\{1\}} [w_i + h_i] = |M|(W + H) - \sum_{i \in I}[w_i + h_i].
\]

Herewith, that gives together with steps 13-14 the number of points:

\[
|M|(W + H) - \sum_{i \in M}[w_i + h_i] + |I\setminus M|(W + H) - \sum_{i \in I\setminus M}[w_i + h_i] = m(W + H) - \sum_{i \in I}[w_i + h_i].
\]

The points are affinely independent for the same reason as the points in the proof of Lemma 1.2.

Because constraints (1.2)-(1.6) hold for all points, we have \((\alpha^k_i, \ldots, \beta^k_i, \ldots) \in \text{conv}(S)\) since the number of points in total is \(m(W + H) - \sum_{i \in I}[w_i + h_i]\), the theorem follows. □

1.2.2 Cover inequalities

This section is partially based on [NW88]. In the following we consider cover inequalities and a lifting procedure for their strengthening. We also prove that the lifted cover inequalities are facet-defining for \(\text{conv}(S)\).

Definition 1.1. A set \(C \subseteq I\) for \(u \in U\) is a cover if \(\sum_{i \in C} w_i - W > 0\). A cover is minimal if \(C\setminus\{i\}\) is not a cover for any \(i \in C\).

Lemma 1.6. If \(C \subseteq I\) is a cover, the cover inequality

\[
\sum_{i \in C} \tilde{\alpha}^u_i \leq |C| - 1 \quad (1.50)
\]

is valid for \(S\) for any \(u \in U\).

Proof. The proof is similar to Proposition 2.1 in [NW88], p.265. □

By Proposition 2.3 in [NW88], p.266, the cases are shown where the cover inequalities are facet-defining for the polyhedron of the 0-1 knapsack problem. For the general case, a lifting procedure is considered [NW88], p.269, and [Wol98], p.149, which tightens the cover inequalities so they become facet-defining for general case.
Strengthening cover inequalities

The idea of strengthening the cover inequalities is to add to the left-hand side of (1.50) as much as possible items from \( I \setminus C \) which are not in the cover with the proper coefficient \( \pi_i, \ i \in I \setminus C \), while the right-hand side of the inequality remains the same, i.e.:

\[
\sum_{i \in C} \tilde{\alpha}_i^u + \sum_{i \in I \setminus C} \pi_i \tilde{\alpha}_i^u \leq |C| - 1 \tag{1.51}
\]

is valid for \( S \).

Now we describe the lifting procedure which returns in case of a minimal cover \( C \) a set of \( \pi_i \) values.

**Algorithm 1.1 (Lifting).** Determination of a lifted cover inequality for a minimal cover \( C \).

*Input data:* Minimal cover \( C \).

*Output data:* (1.51).

1. Set \( k = 0 \). Let \( R = I \setminus C =: \{ r_1, \ldots, r_{|R|} \} \).
2. Set \( k = k + 1 \). Calculate the largest value for \( \pi_{r_k} \) for which the following inequality is valid:

\[
\pi_{r_k} \tilde{\alpha}_{r_k}^u + \sum_{i=1}^{k-1} \pi_{r_i} \tilde{\alpha}_{r_i}^u + \sum_{i \in C} \tilde{\alpha}_i^u \leq |C| - 1,
\]

through the solution of the following 0-1 integer program:

\[
\lambda_k = \max \sum_{i=1}^{k-1} \pi_{r_i} \tilde{\alpha}_{r_i}^u + \sum_{i \in C} \tilde{\alpha}_i^u; \quad \text{s.t.} \tag{1.52}
\]

\[
\sum_{i=1}^{k-1} \pi_{r_i} \tilde{\alpha}_{r_i}^u + \sum_{i \in C} \tilde{\alpha}_i^u \leq W - w_{r_k}; \tag{1.53}
\]

\[
\tilde{\alpha}_i^u = 0, \quad i = r_k, \ldots, r_{|R|}; \tag{1.54}
\]

\[
\tilde{\alpha}_i^u \in \{0, 1\}, \quad i \in I, \ u \in U. \tag{1.55}
\]

3. Set \( \pi_{r_k} = |C| - 1 - \lambda_k \).
4. If \( k = |R| \) then exit, else go to 1.

### 1.2.3 Density inequalities

Here we consider only solutions which are in some sense dense. That means that for a solution which is feasible there exists no item which does not contact from the left-hand side neither another item nor \((0, W)\) side of the strip.

Let \( I_u = \{ i \in I : \ u - h_i \geq 1 \} \) for \( u \in U \) denote the set of items which can end right before position \( u \) and \( \mu^W \) be the maximal number of items which fit in \( W \). The
following inequality prevents allocation of items at a coordinate $u$ if there does not exist at least one item $i$ which allocation was at the coordinate $u - h_i$, if $m > \mu^W$:

$$
\sum_{i \in I} \alpha_i^u \leq \mu^W \sum_{i \in I_u} \alpha_i^{u-h_i}, \quad u \in \{2, \ldots, H - \min\{h_i\} + 1\}.
$$

(1.56)

The same holds for the other direction. Let denote $I_v = \{i \in I : v - w_i \geq 1\}$, $v \in V$, the set of items which can end right before position $v$ and $\mu^H$ be the maximal number of items which fit in $H$, if $m > \mu^H$:

$$
\sum_{i \in I} \beta_i^v \leq \mu^H \sum_{i \in I_v} \beta_i^{v-w_i}, \quad v \in \{2, \ldots, W - \min\{w_i\} + 1\}.
$$

(1.57)

**Remark 1.3.** Note if $m = \mu^W$ then inequalities (1.56) are incorrect, since from $\sum_{i \in I} \alpha_i^u = m$ should follow $\sum_{i \in I} \alpha_i^{u-h_i} = 0$ but it follows $\sum_{i \in I} \alpha_i^{u-h_i} \geq 1$.

**Remark 1.4.** Note the factors $\mu^W$ and $\mu^H$ before the second sum in (1.56) and (1.57), respectively, are not reducible in the general case.

**Theorem 1.7.** Let $m \geq \mu^W + 2$. For an $u \in U$, if $\exists (\alpha, \beta) \in S$:

$$
\sum_{i \in K(j)} \alpha_i^u = \mu^W, \quad j \in I^u, \quad K(j) \subseteq I \setminus \{j\},
$$

(1.58)

then (1.56) for an $u \in \{2, \ldots, H - h_{\text{min}} + 1\}$ is a facet-defining inequality for $\text{conv}(S)$, i.e.,

$$
F := \{(\alpha, \beta) \in \text{conv}(S) : \sum_{i \in I} \alpha_i^u = \mu^W \sum_{i \in I_u} \alpha_i^{u-h_i}\}
$$

is a facet of $\text{conv}(S)$.

**Proof.** Let us consider the following equation:

$$
\sum_{i \in I} \alpha_i^u = \mu^W \sum_{i \in I_u} \alpha_i^{u-h_i}.
$$

(1.59)

Since the left-hand side of the equation $\sum_{i \in I} \alpha_i^u \leq \mu^W$ due to the definition then there exist only two types of solutions, namely:

$$
\sum_{i \in I} \alpha_i^u = 0, \quad \sum_{i \in I_u} \alpha_i^{u-h_i} = 0; \quad (1.60)
$$

$$
\sum_{i \in I} \alpha_i^u = \mu^W, \quad \sum_{i \in I_u} \alpha_i^{u-h_i} = 1. \quad (1.61)
$$

The case (1.60) leads to the considerable reduction of the dimension. The case of (1.61) means that there exists a subset of $\mu^W$ items which are allocated at the coordinate $u$ and at least one item $i$ which is allocated at the coordinate $u - h_i$. So the number of the fixed items is $\mu^W + 1$ and the other items are free to fix. According to the condition of the theorem we can go through all combinations of items so that every item becomes free. Hence, analogues to the proof of Lemma 1.2 and Theorem 1.5 we construct $m(W + H) - \sum_{i \in I}[w_i + h_i]$ points under the condition (1.59).
Remark 1.5. If \( m := \mu^W + 1 \) then obviously (1.56) is not a facet-defining inequality, unless (1.58) holds and \( h_i = 1, H = 2 \).

Remark 1.6. Note the inequality (1.57) is not facet-defining, since while minimization of the (1.1) the maximal value of the sum \( \sum_{i \in I} \beta^v_i \) will be smaller then \( \mu^H \), and the equation \( \sum_{i \in I} \beta^v_i = \mu^H \sum_{i \in I} \beta^v_i - w_i \) will have only one single solution, namely \( \beta^v_i = \beta^v_i = 0 \). This is equivalent to additional equation constraints in the formulation and hense reduction of the dimension of the face \( \{ (\alpha, \beta) \in \text{conv}(S) : \sum_{i \in I} \beta^v_i = \mu^H \sum_{i \in I} \beta^v_i - w_i \} \).

Finally for this section, we propose the following theorem.

Theorem 1.8. The proposed in this paper facet-defining inequalities are not the full description of \( \text{conv}(S) \).

Proof. We prove the theorem numerically. For the test we took the instance \textit{ngcut04} from [MMV03] with the following data:

\[ W = 10, \quad H = 20, \quad m = 7, \quad w = (3, 3, 2, 2, 2, 2, 1), \quad h = (8, 7, 15, 15, 12, 12, 9). \]

Then we generate all facet-defining inequalities from this section and them to the formulation of the problem (1.1)-(1.7). Then we have solved the root LP relaxation of the problem with the primal simplex method and get the following results:

1. The value of the optimal solution of the LP relaxation: 16.2.

2. The values of the variables \( \alpha^u_i \):

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \tilde{a}^u_i \) values:

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Chapter 1. A Branch-and-Cut Method for the Strip Packing Problem

1.3. The branch-and-cut algorithm

3. The values of the variables $\beta^v_i$:

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.71</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>0.21</td>
<td></td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.54</td>
<td></td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.35</td>
<td>0.16</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>0.46</td>
<td>0.01</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.38</td>
<td></td>
<td></td>
<td>0.03</td>
<td></td>
<td>0.15</td>
<td>0.47</td>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\tilde{\beta}^v_i$ values:

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td></td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.6</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
</tbody>
</table>

The optimal solution of the LP relaxation in the root node is not integer within the margin of rounding error. Hence, the theorem follows.

\[ \square \]

1.3 The branch-and-cut algorithm

Here we describe the overall algorithm of finding an optimum of SPP-2. The algorithm is \textit{branch-and-cut} which is branch-and-bound in which cutting planes are generated throughout the branching tree. The idea is the same as in branch-and-bound, we calculate lower bounds for each node and use it as a pruning criteria. In comparison to the branch-and-bound, in branch-and-cut we invest as much efforts as possible until the limits allow in order to strengthen the dual bound for the node.

In practice we search for a balance between the number of nodes to process and the number of cutting planes which are added at each node. From one hand, if we add to many cutting planes at each node, the optimization becomes slower. From the other hand, if we add proper cutting planes, we increase the dual lower bound hence reduce the number of descendant nodes. The other issue is the management of the branching tree. For the branch-and-bound we store only the bounds for each variable and processed to the descendants by adding one bound-constraint. For the branch-and-cut we use a \textit{cut-pool} in which all generated cuts are stored. So, in addition to keeping the bounds and the indexes of variables in the basis it is also necessary to indicate which constraints are needed to reconstruct the formulation at the given node.
Algorithm 1.2 (Branch-and-Cut). The overall optimization algorithm.

Input data: $W$, $m$, $w=(w_1,\ldots,w_m)$, $h=(h_1,\ldots,h_m)$.

Output data: optimal solution $(\alpha,\beta)\ast$ and its value $\phi$.

(1) Initialization:
- node $j_0$ with formulation $F^{j_0} := \{(1.2)-(1.6)\}$;
- $\phi = \min \{f : (\alpha,\beta) \in \mathbb{R}^{m(W+H)}_+, F^{j_0} \text{ holds} \}$, $\bar{\phi} = \infty$;
- incumbent $(\alpha,\beta)\ast = \emptyset$;
- node list $N := \{j_0\}$.

(2) Node: If $N = \emptyset$, go to Exit. Else choose $j \in N$, set $N := N \setminus \{j\}$ and go to Restore.

(3) Restore the formulation $F^j$. Set $k := 1$ and $F^{j,1} = F^j$.

(4) LP relaxation: Iteration $k$. Solve

$$\phi^{j,k} = \min \{f : (\alpha,\beta) \in \mathbb{R}^{m(W+H)}_+, F^{j,k} \text{ holds} \}.$$ 

If infeasible, prune and go to Node. Else solution $(\alpha,\beta)^{j,k}$ and go to Cut.

(5) Cut: Iteration $k$. In order to cut off $(\alpha,\beta)^{j,k}$ solve separation problems:

(5.1) NOV-separation. If found a cut then add the cut to $F^{j,k}$:

$$F^{j,k+1} := F^{j,k+1} \cup \{\sum_{i \in M} [\tilde{\alpha}_i^u + \tilde{\beta}_i^v] \leq |M| + 1\}.$$ 

(5.2) CO-separation. If found a cut then apply lifting. Add the cut to $F^{j,k}$:

$$F^{j,k+1} := F^{j,k+1} \cup \{\sum_{i \in C(u)} \tilde{\alpha}_i^u + \sum_{i \in I \setminus C(u)} \pi_i \tilde{\alpha}_i^u \leq |C(u)| - 1\}.$$ 

If $\phi^{j,k} \geq \phi$, go to Node. If no cuts found OR $k > k_{\text{max}}$ then go to Prune. Else set $k := k + 1$ and go to LP relaxation.

(6) Prune: If $(\alpha,\beta)^{j,k} \in S$, set $\phi = \phi^{j,k}$, update the incumbent $(\alpha,\beta)\ast := (\alpha,\beta)^{j,k}$ and go to Node, else go to Branching.

(7) Branching: Select a variable $\alpha_i^u$: $\epsilon < \alpha_i^u < 1 - \epsilon$ OR $\beta_i^v$: $\epsilon < \beta_i^v < 1 - \epsilon$ in $(\alpha,\beta)^{j,k}$ and create two descendants:

(7.1) node $j_1$ with formulation $F^{j_1} := F^{j,k} \cup \{\alpha_i^u = 0 \ OR \ \beta_i^v = 0\}$,

(7.2) node $j_2$ with formulation $F^{j_2} := F^{j,k} \cup \{\alpha_i^u = 1 \ OR \ \beta_i^v = 1\}$.

Set $N := N \cup \{j_1, j_2\}$. Go to Node.

(8) Exit: Return the incumbent $(\alpha,\beta)\ast$ and the optimal value $\phi$.

In Branch-and-Cut for the case when there is no improvement of the LP bound after addition of cuts within $k_{\text{max}}$ iterations, the algorithm proceeds to the prune and the branching procedures.
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1.3.1 Separation for non-overlapping inequalities

Now let \( F \) be the family of non-overlapping inequalities (1.21) for \( S \), and let us examine the non-overlapping separation problem for \( F \). Explicitly we are given a nonintegral point \((\alpha, \beta)\), i.e., \( \exists i \in I, \exists u \in U \) or \( \exists v \in V \):

\[
\epsilon < \alpha_1^u < 1 - \epsilon \quad \text{or} \quad \epsilon < \beta_1^v < 1 - \epsilon,
\]

for a sufficient small \( \epsilon > 0 \). And now we wish to know whether this point satisfies all the non-overlapping inequalities (1.21) which we rewrite in the following form:

\[
\sum_{i \in M} (\tilde{\alpha}_i^u + \tilde{\beta}_i^v - 1) \leq 1.
\]

In order to answer the question we check whether there exists a set \( M \subseteq I \) for which

\[
\sum_{i \in M} (\tilde{\alpha}_i^u + \tilde{\beta}_i^v - 1) \geq 1 + \epsilon.
\]

Since the set \( M \) in this case is unknown, we formulate the following problem:

\[
M(u, v) := \{ i \in I : \tilde{\alpha}_i^u + \tilde{\beta}_i^v - 1 \geq \epsilon \}, \quad \delta(u, v) = \sum_{i \in M(u, v)} [\tilde{\alpha}_i^u + \tilde{\beta}_i^v - 1].
\]

**Theorem 1.9.** (a) If \( \forall (u, v) \in U \times V \delta(u, v) \leq 1 \), then \((\alpha, \beta)\) satisfies all the non-overlapping inequalities.

(b) If \( \exists (u, v) \in U \times V \delta(u, v) \geq 1 + \epsilon \) then the inequality \( \sum_{i \in M} (\tilde{\alpha}_i^u + \tilde{\beta}_i^v) \leq |M| + 1 \) cuts off \((\alpha, \beta)\) by an amount \( \delta(u, v) - 1 \).

**Proof.** [Wol98].

**Algorithm 1.3 (NOV-Separation).** Determination of the most violated inequality of type (1.21).

**Input data:** \((\alpha, \beta)\).

**Output data:** Most violated inequality of type (1.21).

1. For \( u \in U \) if \( \tilde{\alpha}_u \neq \tilde{\alpha}_u^{-1} \) (\( \tilde{\alpha}_0 \neq \tilde{\alpha}_0 \)):

   1.1. For \( v \in V \) if \( \tilde{\beta}_v \neq \tilde{\beta}_v^{-1} \) (\( \tilde{\beta}_0 \neq \tilde{\beta}_0 \)): Solve (1.63) and select \((u, v)\) with the maximal \( \delta(u, v) \).

2. If \( \delta(u, v) \geq 1 + \epsilon \) then return:

\[
\sum_{i \in M} (\tilde{\alpha}_i^u + \tilde{\beta}_i^v) \leq |M| + 1,
\]

else return \( \emptyset \).

**Remark 1.7.** The complexity of NOV-Separation is \( O(mWH) \).
1.3.2 Separation for cover inequalities

Now let $G$ be the family of cover inequalities (1.50) for $S$, and let us examine the cover separation problem for $F$. Suppose we are given a nonintegral point $(\alpha, \beta)$ with (1.62) and we wish to know whether this point satisfies all the cover inequalities (1.50) which we rewrite in the following form:

$$\sum_{i \in C(u)} (1 - \tilde{\alpha}_i^u) \geq 1.$$  

In order to answer the question we check whether there exists a set $C(u) \subseteq I$ with $\sum_{i \in C(u)} w_i > W$ for which $\sum_{i \in C(u)} (1 - \tilde{\alpha}_i^u) \leq 1 - \epsilon$. Since the set $C(u)$ in this case is unknown, we formulate the following 0-1 integer program where the variable $\gamma_i = 1$ if $i \in C(u)$ and $\gamma_i = 0$ otherwise:

$$\rho(u) = \min \sum_{i \in I} (1 - \tilde{\alpha}_i^u) \gamma_i; \quad \text{s.t.}$$

$$\sum_{i \in I} w_i \gamma_i > W; \quad (1.64)$$

$$\gamma_i \in \{0, 1\}, \quad i \in I. \quad (1.65)$$

**Theorem 1.10.** (a) If $\forall u \in U \; \rho(u) \geq 1$ then $(\alpha, \beta)$ satisfies all the cover inequalities. (b) If $\exists u \in U \; \rho(u) \leq 1 - \epsilon$ with optimal solution $\tilde{\gamma}$ then $C = \{i \in I : \tilde{\gamma}_i = 1\}$ is a cover and the cover inequality $\sum_{i \in C} \tilde{\alpha}_i^u \leq |C| - 1$ cuts off $(\alpha, \beta)$ by an amount $\rho(u) - 1$.

**Proof.** [Wol98].

**Algorithm 1.4 (CO-Separa tion).** Determination of the most violated cover inequality.

*Input data:* $(\alpha, \beta)$.

*Output data:* Most violated cover inequality.

1. For $u \in U$ solve (1.64)-(1.66) and select the cover $C = \{i \in I : \tilde{\gamma}_i = 1\}$ for the maximal $\rho(u)$.
2. If $\rho(u) \leq 1 - \epsilon$ return:

$$\sum_{i \in C} \tilde{\alpha}_i^u \leq |C| - 1,$$

else return $\emptyset$.

**Remark 1.8.** The complexity of CO-Separa tion is $O(mW^2)$.

1.4 Valid linear inequalities

Here we describe three classes of valid linear inequalities which are valid for conv($S$). They are not as strong as facet-defining inequalities but they can remove some equivalent solutions in terms of SPP-2. Eventually, when we explore the branching tree we
want to find one optimal solution and prevent exploring all others which are in some sense equivalent.

All equations and inequalities are considered as preprocessing and applied in the root node of the branching tree, i.e., this is equivalent to the extension of the formulation (1.1)-(1.7) of SPP-2 with these constraints.

1.4.1 Raster points equations

Sometimes there is no use considering all values of $U$ and $V$ for possible allocation of items. The values which are of interest are called raster points [Sch08]. They are calculated as follows:

\[
R^w_i := \{0 \leq k \leq W : k = \sum_{i \in I \setminus \{i\}} w_i \gamma_i, \gamma_i \in \{0, 1\}, i \in I\}, \quad i \in I,
\]

\[
R^h_i := \{0 \leq k \leq H : k = \sum_{i \in I \setminus \{i\}} h_i \gamma_i, \gamma_i \in \{0, 1\}, i \in I\}, \quad i \in I.
\]

In the mentioned book, the author proposes an approach of a reduction of the number of raster points based on a fixed upper bound for the points by consideration of a reduced set of raster points. Since we minimize $f$-variable in the formulation (1.1)-(1.7) and possible allocation points over the $(0,H)$-axis depend on $f$ then we can apply the reduction only for $R^w_i$:

\[
\tilde{R}^w_i := \{\max\{k \in R^w_i : k \leq W - r\} : r \in R^w_i\}.
\]

In order to exclude the non-raster points from the consideration we extend the formulation (1.1)-(1.7) by the following equations:

\[
\alpha^u_i = 0, \quad i \in I, \quad u \in U \setminus R^h_i, \quad (1.67)
\]

\[
\beta^v_i = 0, \quad i \in I, \quad v \in V \setminus \tilde{R}^w_i.
\]

Remark 1.9. Since we extend the formulation by equality constraints we reduce the dimension of $\text{conv}(S)$. It is easy to show using points (1.17)-(1.19) that

\[
\dim(\text{conv}(S)) = m(W + H) - \sum_{i \in I}[w_i + h_i] - \sum_{i \in I}[|V \setminus \tilde{R}^w_i| + |H \setminus R^h_i|].
\]

1.4.2 Symmetry elimination equations

The idea of this elimination is the following. Let $(\alpha, \beta)_0 = (\alpha^1_1, \ldots, \alpha^H_1, \ldots, \alpha^1_m, \ldots, \alpha^H_m, \beta^1_1, \ldots, \beta^W_1, \ldots, \beta^1_m, \ldots, \beta^W_m)$ be an optimal solution with value $f := H_0$ and $\alpha^k_i := 1$, $\beta^l_i := 1$, and $\alpha^k_i := 0$ for $k \in U \setminus \{k_i\}$, $\beta^l_i := 0$ for $l \in V \setminus \{l_i\}$, $i \in I$. Let us introduce the following two operations which transform $(\alpha, \beta)_0$:

1. $(0,H)$-symmetrical mapping:

\[
\tilde{\alpha}^k_i := \begin{cases} 1, & k = H_0 - k_i; \\ 0, & \text{otherwise}; \end{cases} \quad \tilde{\beta}^l_i := \begin{cases} 1, & l = l_i; \\ 0, & \text{otherwise}, \end{cases} \quad \forall i \in I.
\]
2. \((0, W)\)-symmetrical mapping:

\[
\bar{\alpha}_k^i := \begin{cases} 
1, & k = k_i; \\
0, & \text{otherwise}; 
\end{cases}
\]

\[
\bar{\beta}_l^i := \begin{cases} 
1, & l = W - l_i; \\
0, & \text{otherwise}, 
\end{cases}
\quad \forall i \in I.
\]

Both of the transformations yield solutions with the same \(f = H_0\). Since it is enough to find at least one of them we are interested in forbidding the three others. This can be done by requiring of an item to be allocated in the first half of the packing over the \((0, H)\)-, and \((0, W)\)-axes, respectively. Numerically it is more effective to apply this for the largest item.

Let

\[
I_{w}^p = \{ i \in I : w_i = \max_{k \in I} \{ w_k \} \}
\]

be the set of items with the largest width and

\[
I_{h}^p = \{ i \in I_{w}^p : \ h_i = \max_{k \in I} \{ h_k \} \}
\]

be the set of those from \(I_{w}^p\) with the largest height.

Then for \(i^* := \arg\min_{I_{h}^p}\) the following constraints are applied for the formulation:

\[
\sum_{u \in U^*} \alpha^r_u = 1, \quad U^* := \{ 1, \ldots, \min\{ \frac{H - h_{i^*}}{2} + 1, H - h_{i^*} + 1 \} \}; \quad (1.69)
\]

\[
\sum_{v \in V^*} \beta^r_v = 1, \quad V^* := \{ 1, \ldots, \min\{ \frac{W - w_{i^*}}{2} + 1, W - w_{i^*} + 1 \} \}. \quad (1.70)
\]

**Remark 1.10.** Constraints (1.69)-(1.70) are equivalent to:

\[
\alpha^r_u = 0, \quad u = \min\{ \frac{H - h_{i^*}}{2} + 1, H - h_{i^*} + 1 \} + 1, \ldots, H - h_{i^*} + 1; \quad (1.71)
\]

\[
\beta^r_v = 0, \quad v = \min\{ \frac{W - w_{i^*}}{2} + 1, W - w_{i^*} + 1 \} + 1, \ldots, W - w_{i^*} + 1, \quad (1.72)
\]

the formulation (1.1)-(1.7) extended with. It is easy to show that the face \(F := \{ (\alpha, \beta) \in \text{conv}(S) : (1.71) - (1.72) \text{ hold} \} \) has dimension:

\[
\text{dim(\text{conv}(F))} = m(W + H) - \sum_{i \in I} [w_i + h_i] - |U \setminus U^*| - |V \setminus V^*|.
\]

### 1.4.3 Combination inequalities

Here we use some basic facts for the allocation of items: items with the width laying in interval \((\frac{W}{2}, W]\) can not be allocated together at one position in \((0, H)\); at most two items with the width laying in interval \((\frac{W}{3}, \frac{W}{2}]\) can be allocated at one position in \((0, H)\).

Let for \(p \in V:\)

\[
I_{p}^w := \{ i \in I : \frac{W}{p+1} < w_i \leq \frac{W}{p} \}
\]

be the set of items which sizes are the fractions of \(p\). The following inequalities hold:

\[
\sum_{i \in I_{p}^w} \bar{\alpha}_u^i \leq p, \quad u \in U, \ p \in V, \ I_{p}^w \neq \emptyset; \quad (1.73)
\]

From the other hand, the following inequalities are also valid:

\[
\sum_{i \in I_{p}^w} \bar{\alpha}_u^i \leq p, \quad I_{p}^w := \bigcup_{j=1}^{p} I_{j}^w, \ u \in U, \ p \in V, \ I_{p}^w \neq \emptyset. \quad (1.74)
\]
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Remark 1.11. Let us discuss now the dimension of the face $F := \{ (\alpha, \beta) \in \text{conv}(S) : \sum_{i \in I_1^w} \tilde{\alpha}_i^w = 1 \}$ based on the combination inequality (1.73) for $p = 1$, $I_1^w \neq \emptyset$, and an $u \in U$. Equation $\sum_{i \in I_1^w} \tilde{\alpha}_i^w = 1$ means that the following constraints hold in the formulation:

1. $i^* := \arg\min_{i \in I_1^w} h_i$ and $i \in (I_1^w \setminus \{i^*\}) \cup \{i \in I \setminus I_1^w : w_i > W - \min_{i \in I_1^w} w_i\}$:
   $$\alpha_i^k = 0, \quad k \in \{\max\{1, u - h_i\}, \ldots, u - 1, u + 1, \ldots, \min\{u + h_i, H - h_i + 1\}\}.$$

2. For $i^* := \arg\min_{i \in I_1^w \setminus \{i^*\}} h_i$ and $i^*$:
   $$\alpha_i^k = 0, \quad k \in \{\max\{1, u - h_i\}, \ldots, u - 1, u + 1, \ldots, \min\{u + h_i, H - h_i + 1\}\}.$$

So, in general case $F$ is not a facet.

1.4.4 Dominating knapsack inequalities

Here we tighten the inequalities (1.4). Let us consider the following question: what is the maximal occupation of a knapsack with capacity $W$, if an item $i \in I$ is present? In order to answer to this question we formulate the following 0-1 integer program which is also known as a subset sum problem,

$$W_j := \max \left\{ \sum_{i \in I} w_i \gamma_i : \sum_{i \in I} w_i \gamma_i \leq W, \gamma_j = 1, \gamma_i \in \{0, 1\} \right\}$$

where $W_j$ is maximal occupation.

If the maximal occupation $W_j$ is less than $W$ then we can tighten the knapsack condition by following inequality:

$$\sum_{i \in I \setminus \{j\}} w_i \tilde{\alpha}_i^u + (W - W^j) \tilde{\alpha}_j^u \leq W, \quad u \in U. \quad (1.75)$$

Lemma 1.11. Inequality (1.75) dominates (1.4) if $W^j < W - w_j$.

Proof. If $\alpha_j^u = 0$ then inequalities (1.75) and (1.4) are equal. If $\alpha_j^u = 1$ then we have $W^j \leq u(W - w_j)$. Let $s := \frac{W_j}{W - w_j}$. According to the definition of a dominating inequality, $(w_1, \ldots, w_{j-1}, w_{j+1}, \ldots, w_m)^T \geq s(w_1, \ldots, w_{j-1}, w_{j+1}, \ldots, w_m)^T$ should hold. Hence, $W^j < W - w_j$ follows. \qed

1.5 Valid nonlinear inequalities and linearization

In this section we give some notes for the nonlinear modeling of constraints for SPP-2. We linearize and apply some of the them within the formulation (1.1)-(1.7).

1.5.1 Non-overlapping inequalities

Here we consider different approaches for the non-overlapping constraints. These constraints are similar to (1.20).
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1.5. Valid nonlinear inequalities and linearization

Let \( I_\alpha(u) := \{ i \in I : \tilde{\alpha}_i^u > 0 \} \) and \( I_\beta(v) := \{ i \in I : \tilde{\beta}_i^v > 0 \} \) be the sets of items which are allocated at \( u \in U \) and \( v \in V \), respectively. The following inequalities are valid:

\[
|I_\alpha(u) \cap I_\beta(v)| \leq 1, \quad u \in U, \ v \in V,
\]

which leads to

\[
\sum_{i \in I} [\tilde{\alpha}_i^u \tilde{\beta}_i^v] \leq 1, \quad u \in U, \ v \in V.
\] (1.76)

Non-overlapping inequalities in a rectangular area with minimal sizes

Based on the idea which was before constraints (1.20), the following inequalities hold:

\[
\sum_{i \in I_\beta(v)} \tilde{\alpha}_i^u \leq 1, \quad \sum_{i \in I_\alpha(u)} \tilde{\beta}_i^v \leq 1, \quad u \in U, \ v \in V.
\] (1.77)

Figure 1.8: Rectangular areas with sizes: (a) \( w_{\text{min}} \times h_{\text{min}} \); (b) \( (w_{\text{min}} + 1) \times (h_{\text{min}} + 1) \). (c) Items which fit into the area with sizes \( (w_{\text{min}} + 1) \times (h_{\text{min}} + 1) \).

In order to simplify the following description let us define the following sets:

\[
\tilde{I}_\alpha(u) = \{ i \in I : \sum_{k \in \tilde{H}_i(u)} \alpha_i^k > 0 \}, \quad \tilde{I}_\beta(v) = \{ i \in I : \sum_{k \in \tilde{W}_i(v)} \beta_i^k > 0 \},
\]

where

\[
\tilde{H}_i(u) = \{ \max\{1, u - h_{\text{min}} - h_i + 1\}, \ldots, \min\{u, H - h_i + 1\} \},
\]

\[
\tilde{W}_i(v) = \{ \max\{1, v - w_{\text{min}} - w_i + 1\}, \ldots, \min\{v, W - w_i + 1\} \}.
\]

Suppose we distinguish a rectangular area with sizes \( w_{\text{min}} \times h_{\text{min}} \), see Fig. 1.8a. Obviously at most 4 items can fit into this area, see Fig. 1.8b. The same holds for rectangular area with sizes increased by 1, see Fig. 1.8c. Hereby the following constraints hold:

\[
\sum_{i \in \tilde{I}_\alpha(u)} \sum_{k \in \tilde{W}_i(v)} \beta_i^k \leq 4, \quad \sum_{i \in \tilde{I}_\beta(v)} \sum_{k \in \tilde{H}_i(u)} \alpha_i^k \leq 4, \quad u \in U, \ v \in V.
\] (1.78)

Here is another formulation of the above observation:

\[
|\tilde{I}_\alpha(u) \cap \tilde{I}_\beta(v)| \leq 4.
\] (1.79)
Non-overlapping constraints in a rectangular area

Let $\tilde{w} := \min_{i \in I} \{w_i : h_i = h_{\min}\}$ and $k_{\tilde{w}} := \max\{\sum_{i \in I} a_i : \sum_{i \in I} w_i a_i \leq \tilde{w} - 2, a_i \in \{0, 1\}\}$. To simplify the following description let us introduce the following sets:

\[
\hat{U}_i(u) := \{\max\{1, u - h_{\min} - h_i + 2\}, \ldots, \min\{u, H - h_i + 1\}\};
\]

\[
\hat{V}_i(v) := \{\max\{1, v - \tilde{w} - w_i + 2\}, \ldots, \min\{v, W - w_i + 1\}\};
\]

\[
\hat{I}_W(v) = \{i \in I : \sum_{v \in V_i(v)} \beta^v_i = 1\}.
\]

For each rectangular area $\{(x, y) : u - h_{\min} + 1 \leq x \leq u, v - \tilde{w} + 1 \leq y \leq v\}$ with $u \in U$, $v \in V$ the following inequality holds:

\[
\sum_{i \in I} \sum_{u \in \hat{U}_i(u)} a_i^u \leq 2k_{\tilde{w}} + 4. \tag{1.80}
\]

**Remark 1.12.** Note if $h_{\min} = 1$ then the right-hand side of (1.80) can be replaced by $k_{\tilde{w}} + 2$.

**Remark 1.13.** Note that the idea can be generalized for any rectangular area. In this case the inequality would be weaker. If for $w_1 < w_2 \leq w_i$ with $i \in I$ then $w_1$ can be replaced by $w_1 + 1$ in the rectangular area; $h_1$ can be replaced with $h^* = \max\{h : \mu^H = k_{h}\} + 2$.

### 1.5.2 Left-lowest allocation equation

Here without loss of generality we assume that one of the items is allocated at the left-lowest position. This results in $\alpha_i^1 \beta_i^1 = 1$ for an $i \in I$:

\[
\sum_{i \in I} \alpha_i^1 \beta_i^1 = 1. \tag{1.81}
\]

Since (1.81) is nonlinear, we consider the following linear approximation. Obviously (1.81) can be approximated by $\sum_{i \in I} \min\{\alpha_i^1, \beta_i^1\} = 1$. In order to linearize it we introduce new variables $\gamma_i = \min\{\alpha_i^1, \beta_i^1\}$. Herewith we get the following linearization for (1.81):

\[
\sum_{i \in I} \gamma_i = 1;
\]

\[
0 \leq \gamma_i \leq \alpha_i^1;
\]

\[
0 \leq \gamma_i \leq \beta_i^1;
\]

\[
\gamma_i \geq \alpha_i^1 + \beta_i^1 - 1.
\]

\[
\gamma_i \in \{0, 1\}, \quad i \in I.
\]
1.5.3 Lowest allocation

Here without loss of generality we require that when an item has no bottom neighbor then it is adjacent to the bottom side of the strip.

Let \( \mu(w) := \max\{|K| : K \subseteq I, \sum_{i \in K} w_i \leq w - 1\} \) be the maximal number of items which fit in \( w - 1 \). The following inequality holds:

\[
\sum_{i \in I} \left[ \sum_{u=1}^{h_{\min}} \alpha_i^u \sum_{v=1}^{w} \beta_i^v \right] \leq \mu(w) + 1, \quad w \in V.
\] (1.82)

1.6 Numerical study

In this section we discuss numerical experiments for SPP-2 instances from different sources.

The algorithm was implemented as a multi-threaded application in C++ based on gcc 4.1.2, on an Intel Xeon X5670 (2.93 GHz) CPU. IBM ILOG CPLEX 12.5 was used as an LP solver. The test instances, detailed results and source code are available on the CaPaD website\(^1\).

Separation problem CO-Separation from Section 1.3 is solved by the dynamic programming approach with strong bounds [MPT99], implementation of which was taken from the personal website\(^2\) of D. Pisinger.

In Tables 1.2-1.3 the number of nodes and time are the mean values over the solved instances. From a rational number we take only the integer part without rounding.

Here are the following implementation issues to consider:

1. Time limit for each instance and method was set to 1800 seconds.

2. Per one iteration we add only one cut which is at most violated. Then the resolution of the LP relaxation follows.

3. The generated cuts are never deleted from the formulation, even when moving from one part of the branching tree to a completely other part.

4. We do not consider any methods of stabilization or optimization of the cuts’ generation, since this is not a subject of the research of this paper. Considering of these steps may result in a better computational behavior of the branch-and-cut method.

1.7 Conclusions

Here we have proposed and studied a new formulation of the 2D strip packing problem and a new branch-and-bound method.

The main theoretical and experimental observations of the paper are the following:

\(^1\)http://www.math.tu-dresden.de/~capad
\(^2\)http://www.diku.dk/~pisinger
1. Under appropriate assumptions we proposed two classes of facet-defining inequalities: general non-overlapping and density.

2. Numerical tests show the better stability of the branch-and-cut algorithm. Numerical tests also show the numerical effectiveness of the found inequalities: the percentage of optimally solved instances from [CJM08] has increased from 85\% to 95\%, the solution time has declined by the factor 10. For the instances from [MMV03] and [Hop00, HT00], the number of optimally solved instances increased and solution time has declined by the factor 1.9.

3. The found facet-defining inequalities are still not enough to described the convex hull of feasible integer solutions.

4. The following issues are subject to further study: what is the best cuts’ addition strategy; further valid and facet-defining inequalities; possibility of extension of the facet-defining inequalities from [HNS08] for the 2D strip packing problem; decomposition approach?

1.8 Acknowledgments

We thank David Pisinger for the provided code for the solution of 0-1 knapsack problems. We appreciate the Academic Initiative of IBM which enables many researchers all over the world to compare their methods using state-of-the-art IBM ILOG Optimization Software.
Table 1.2: Results of the 2D instances from [CJM08]: \( f \) – value of the goal function; \( n_1 \) – number of nodes for the incumbent; \( t_1 \) – time for the incumbent; \( n_2 \) – total number of nodes; \( t_2 \) – total time; cuts – is the number of added cuts. * The problem 00X23 was solved optimally by the branch-and-cut method with \( \max_{M \subseteq I} |M| \leq 10 \), \( n_2 = 5407303 \), \( t_2 = 231 \).

<table>
<thead>
<tr>
<th>inst</th>
<th>opt</th>
<th>( n_1 )</th>
<th>( t_1 )</th>
<th>( n_2 )</th>
<th>( t_2 )</th>
<th>cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00N10</td>
<td>1 22</td>
<td>0 1</td>
<td>415</td>
<td>2</td>
<td>1 22</td>
<td>735</td>
</tr>
<tr>
<td>00N15</td>
<td>1 21</td>
<td>388</td>
<td>49</td>
<td>466</td>
<td>53</td>
<td>1 21</td>
</tr>
<tr>
<td>00N20</td>
<td>0 21</td>
<td>973</td>
<td>865</td>
<td>-</td>
<td>-</td>
<td>0 21</td>
</tr>
<tr>
<td>00X23</td>
<td>0 21</td>
<td>2732</td>
<td>1053</td>
<td>-</td>
<td>-</td>
<td>0 21</td>
</tr>
<tr>
<td>02N10</td>
<td>0 22</td>
<td>0 98</td>
<td>-</td>
<td>-</td>
<td>1 22</td>
<td>5572</td>
</tr>
<tr>
<td>03N10</td>
<td>1 21</td>
<td>0 1</td>
<td>0</td>
<td>1</td>
<td>1 21</td>
<td>215</td>
</tr>
<tr>
<td>03N15</td>
<td>1 21</td>
<td>494</td>
<td>72</td>
<td>8510</td>
<td>1752</td>
<td>1 21</td>
</tr>
<tr>
<td>03N16</td>
<td>0 21</td>
<td>936</td>
<td>117</td>
<td>-</td>
<td>-</td>
<td>1 21</td>
</tr>
<tr>
<td>03N17</td>
<td>1 21</td>
<td>22</td>
<td>57</td>
<td>166</td>
<td>98</td>
<td>1 21</td>
</tr>
<tr>
<td>04N10</td>
<td>1 22</td>
<td>0 11</td>
<td>7648</td>
<td>493</td>
<td>1 22</td>
<td>8620</td>
</tr>
<tr>
<td>04N17</td>
<td>0 21</td>
<td>981</td>
<td>116</td>
<td>-</td>
<td>-</td>
<td>1 21</td>
</tr>
<tr>
<td>04N18</td>
<td>0 21</td>
<td>900</td>
<td>160</td>
<td>-</td>
<td>-</td>
<td>1 21</td>
</tr>
<tr>
<td>05N15</td>
<td>1 21</td>
<td>409</td>
<td>92</td>
<td>4786</td>
<td>496</td>
<td>1 21</td>
</tr>
<tr>
<td>05N17</td>
<td>1 21</td>
<td>288</td>
<td>209</td>
<td>10568</td>
<td>1231</td>
<td>1 21</td>
</tr>
<tr>
<td>05X15</td>
<td>1 21</td>
<td>810</td>
<td>201</td>
<td>18430</td>
<td>1186</td>
<td>1 21</td>
</tr>
<tr>
<td>07N10</td>
<td>1 22</td>
<td>0 1</td>
<td>106</td>
<td>6</td>
<td>1 22</td>
<td>4582</td>
</tr>
<tr>
<td>07N15</td>
<td>1 21</td>
<td>0 7</td>
<td>977</td>
<td>57</td>
<td>1 21</td>
<td>3432</td>
</tr>
<tr>
<td>07X15</td>
<td>1 21</td>
<td>558</td>
<td>103</td>
<td>987</td>
<td>158</td>
<td>1 21</td>
</tr>
<tr>
<td>08N15</td>
<td>1 21</td>
<td>0 6</td>
<td>41</td>
<td>14</td>
<td>1 21</td>
<td>1538</td>
</tr>
<tr>
<td>10N10</td>
<td>1 21</td>
<td>0 1</td>
<td>97</td>
<td>1</td>
<td>1 21</td>
<td>269</td>
</tr>
<tr>
<td>10N15</td>
<td>1 22</td>
<td>0 3</td>
<td>6086</td>
<td>51</td>
<td>1 22</td>
<td>1379</td>
</tr>
<tr>
<td>10X15</td>
<td>1 21</td>
<td>239</td>
<td>22</td>
<td>291</td>
<td>32</td>
<td>1 21</td>
</tr>
<tr>
<td>13N10</td>
<td>1 21</td>
<td>0 3</td>
<td>160</td>
<td>6</td>
<td>1 21</td>
<td>871</td>
</tr>
<tr>
<td>13N15</td>
<td>1 21</td>
<td>0 3</td>
<td>133</td>
<td>11</td>
<td>1 21</td>
<td>703</td>
</tr>
<tr>
<td>13X15</td>
<td>1 22</td>
<td>19</td>
<td>13</td>
<td>10931</td>
<td>816</td>
<td>1 22</td>
</tr>
<tr>
<td>15N10</td>
<td>1 21</td>
<td>23</td>
<td>4</td>
<td>279</td>
<td>5</td>
<td>1 21</td>
</tr>
<tr>
<td>15N15</td>
<td>1 22</td>
<td>0 4</td>
<td>894</td>
<td>28</td>
<td>1 22</td>
<td>698</td>
</tr>
<tr>
<td>mean</td>
<td>21</td>
<td>362</td>
<td>121</td>
<td>3427</td>
<td>309</td>
<td>25</td>
</tr>
</tbody>
</table>
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Table 1.3: Results of the 2D instances from [MMV03] and [Hop00, HT00]: \( f \) – value of the goal function; \( n_1 \) – number of nodes for the incumbent; \( t_1 \) – time for the incumbent; \( n_2 \) – total number of nodes; \( t_2 \) – total time; cuts – is the number of added cuts.

<table>
<thead>
<tr>
<th>inst</th>
<th>( m )</th>
<th>( W )</th>
<th>opt</th>
<th>( f )</th>
<th>( n_1 )</th>
<th>( t_1 )</th>
<th>( n_2 )</th>
<th>( t_2 )</th>
<th>cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1_2</td>
<td>16</td>
<td>20</td>
<td>1</td>
<td>20</td>
<td>184</td>
<td>60</td>
<td>184</td>
<td>60</td>
<td>5127</td>
</tr>
<tr>
<td>C1_1</td>
<td>17</td>
<td>20</td>
<td>1</td>
<td>20</td>
<td>389</td>
<td>321</td>
<td>839</td>
<td>320</td>
<td>10966</td>
</tr>
<tr>
<td>C1_3</td>
<td>16</td>
<td>20</td>
<td>1</td>
<td>20</td>
<td>270</td>
<td>132</td>
<td>270</td>
<td>132</td>
<td>2613</td>
</tr>
</tbody>
</table>

\[ \text{mean} \] 14 0 294 155 386 164 17 0 112 36 30 197 89 78 946
Chapter 2

Branch-and-Price Methods for the 1D Contiguous Bin Packing Problem

We consider the 1D contiguous bin packing problem (CBPP-1). Given a set of 1D items, CBPP-1 is to find a packing of all items into the 1D bins in a fixed order which uses the minimal number of the bins satisfying restrictions of **heterogeneity** (each item of one type is packed at most ones into a bin) and **contiguity** (each item of one type is packed contiguously into a sequence of bins). We use a Gilmore-Gomory model for the 1D bin packing problem and expose additional restrictions due to contiguity. To be a feasible model, the basis matrix of the solution must have a **consecutive 1’s property** (C1P). We use the known results of A. Tucker on matrices with the C1P and develop new branch-and-price algorithms for construction of such matrices. The algorithms are distinguished by various strategies for the enumeration of partial solutions. We also prove some characteristics of partial solutions, which tightens the slave problem of the column generation. We conclude with the discussion of the numerical results.

**Keywords**: column generation, branch-and-price, consecutive 1’s property

2.1 Introduction

The 1-dimensional contiguous bin packing problem (CBPP-1) asks for a packing of m type of 1D items with a length \( w_i \) and a quantity \( h_i, \ i \in I := \{1, \ldots, m\} \) into 1D bins with a length \( W \in \mathbb{Z}_+ \) in a fixed order which uses the minimal number of the bins satisfying the following restrictions:

1. Each item of one type is packed at most once into a bin.

2. Each item of one type is packed contiguously into a sequence of the bins.

All data is integer, i.e., \( w_i \in \{1, \ldots, W\}, h_i \in \mathbb{Z}_+ \) for \( i \in I \).
Let us reinterpret CBPP-1. Suppose we have a computational resource with a capacity of $W$ units; $m$ jobs which consume $w_i$ units of the resource for $h_i$ units of time. We require that the jobs have to be calculated on the computational resource without interruption of the job execution. Herewith obtain the non-preemptive scheduling problem [CMM03]. This problem is equivalent to CBPP-1.

2.1.1 Modeling and notations

Let us firstly consider the problem of 1D bin packing. A feasible packing of the items into a bin is represented by the following binary vector:

$$a := (a_1, \ldots, a_m)^T \in \{0, 1\}^m,$$

where $a_i = 1$ indicates the case when the item $i$ is packed into the bin. Thus we do not consider a concrete position of each item $i$ in a bin packing as we did in [MSB13a] for the 1D problems. To keep track of different packing variants of a bin we introduce an index $j$ and a set $J$ which describe all packings $a^j := (a^j_1, \ldots, a^j_m)^T \in \{0, 1\}^m, j \in J$. Note a vector $a^j$ represents a feasible packing if:

$$\sum_{i \in I} w_i a^j_i \leq W. \quad (2.2)$$

For each packing variant $a^j$ let us introduce a non-negative integer variable $x_j$ which indicates how often $a^j$ is applied. Herewith we obtain according to the [GG61, GG63] the following Gilmore-Gomory model of the 1D bin packing problem:

$$\sum_{j \in J} x_j \rightarrow \min; \quad \text{s.t.} \quad (2.3)$$

$$\sum_{j \in J} a^j_i x_j = h_i, \quad i \in I; \quad (2.4)$$

$$x_j \in \mathbb{Z}_+, \quad j \in J. \quad (2.5)$$

Through the constraints (2.4) we ensure that each type $i$ of the items is packed exactly $h_i$ times.

The linear programming (LP) relaxation of the problem (2.3)-(2.5) is defined as follows:

$$\sum_{j \in J} y_j \rightarrow \min; \quad \text{s.t.} \quad (2.6)$$

$$\sum_{j \in J} a^j_i y_j = h_i, \quad i \in I; \quad (2.7)$$

$$y_j \geq 0, \quad j \in J. \quad (2.8)$$

Since $|J|$ can be very large we use the Dantzig-Wolfe decomposition and solve the problem by the revised simplex method [DW60].

In [GG63] the solution method for (2.6)-(2.8) is referred as to a column-generation technique. The problem is split into two: the master and the slave problems. The master problem is the original problem (2.6)-(2.8) with only a subset of the variables
which are currently under consideration. The slave problem is the following 0-1 integer program also known as a binary knapsack problem:

\[
\sum_{i \in I} d_i a_i \rightarrow \max; \quad \text{s.t.} \quad \sum_{i \in I} w_i a_i \leq W; \quad (2.9) \\
a_i \in \{0, 1\}, \quad i \in I, \quad (2.10)
\]

where \(d_i\) is the dual simplex multiplier for the \(i\)-th constraint of (2.7) in the master problem. The slave problem (2.9)-(2.11) is created to identify a new variable which will be added into the master problem. The value of the objective function (2.9) is the reduced cost of the new variable with respect to the current dual variables, and the feasibility constraint (2.2).

The solution process for the (2.6)-(2.8) problem is as follows. The master problem is solved from a feasible solution. Herewith we obtain values of the dual simplex multipliers \(d_i\) for each constraint (2.7) in the master problem. Then we solve the slave problem with the newly obtained \(d_i\) and get a solution \(a^*\). If \(1 - \sum_{i \in I} d_i a^*_i \leq -\epsilon\) with a sufficiently small constant \(\epsilon \geq 0\) then a variable with a negative reduced cost has been found. This variable is then added to the master problem and the master problem is resolved. After the resolution new values of the dual simplex multipliers are generated and the process is repeated until no variable of a negative reduced cost is found. If the slave problem returns a solution with a nonnegative reduced cost we conclude that the solution of the master problem is optimal.

Let \(\bar{J}_x := \{j \in J : x_j > 0\}\) be the set of column indexes which corresponds to the solution of the integer problem (2.3)-(2.5), i.e., \(\{a^j : j \in \bar{J}_x\}\). Analogously we define \(\bar{J}_y := \{j \in J : y_j > \epsilon\}\) as a set of column indexes which corresponds to the solution of the LP relaxation (2.6)-(2.8), i.e., \(\{a^j : j \in \bar{J}_y\}\).

Now let us go back to CBPP-1. For \(\{a^j : j \in \bar{J}_x\}\) with \(\{x_j : j \in \bar{J}_x\}\) to be a feasible solution of CBPP-1, both heterogeneity and contiguity constraints have to be fulfilled. The first restriction is fulfilled because of the definition (2.1) of a packing. For the contiguity restriction to be fulfilled, the column set \(\{a^j : j \in \bar{J}_x\}\) must have a consecutive 1’s property (C1P).

**Definition 2.1.** A binary column set (or matrix) is said to have the C1P (for rows) if there exists a permutation of its columns that places the 1’s consecutively in every row.

Let us now consider the LP relaxation (2.9)-(2.11), its solution \(\{a^j : j \in \bar{J}_y\}\), \(\{x_j : j \in \bar{J}_y\}\) and the following fact.

**Proposition 2.1.** A matrix with the C1P is totally unimodular.

**Proof.** See the proof of Corollary 2.10 in [NW88], p.544. Note in the book the matrices with the C1P are called interval and this property appears in the columns. \(\square\)

Thus, for the columns \(\{a^j : j \in \bar{J}_y\}\) in the solution of the LP relaxation (2.9)-(2.11) with the C1P the corresponding \(\{x_j : j \in \bar{J}_y\}\) is integral. So we restrict the consideration to the relaxation problem and the column sets with the C1P. Some characterizations of such column sets are given in Section 2.1.2.
2.1.2 Column sets and bipartite graphs

Let $C := \{c^j \in \{0,1\}^m : j \in J_C\}$ be a column set for an $J_C := \{1, \ldots , n\}$. The bipartite graph $B_C := (V_1^C, V_2^C, E_C)$ associated to the column set $C$ is defined by $V_1^C := I$, $V_2^C := J_C$, and $E_C := \{(i,j) \in V_1^C \times V_2^C : c^j_i = 1\}$, see Fig. 2.1. A bipartite graph is convex if its half adjacency matrix\(^1\) has the C1P. For the column set on Fig. 2.1a the corresponding bipartite graph, see Fig. 2.1b, is non-convex.

Let $(p \rightarrow q)$ for $p, q \in V_2^C$ be the set of vertexes from $V_1^C \cup V_2^C$, which are in a path from $p$ to $q$. Hence, if there does not exist a path from $p$ to $q$ with $p, q \in V_2^C$ in $B_C$ then $(p \rightarrow q) = \emptyset$.

Let $N(k) := \{i \in V_1^C : c^k_i = 1\}$ be the closed neighborhood of a node $k \in V_2^C$, see Fig. 2.1.

![Figure 2.1: Column set without the C1P. (a) - A column set; (b) - The corresponding bipartite graph. The property is broken in the subcolumns of the columns $B, C, D$ which are marked by the dashed box. Thus, the corresponding bipartite graph is non-convex. The closed neighborhoods of each vertex is $N(A) := \{a\}$, $N(B) := \{a, b, e\}$, $N(C) := \{b, c, e\}$, and $N(D) := \{a, c, e\}$. The bipartite graph has a single asteroidal triple, namely $(B, C, D$) because only for these vertexes there exist the paths $(B \rightarrow C)^D := \{B, b, C\}$, $(C \rightarrow D)^B := \{C, C, D\}$, and $(B \rightarrow D)^C := \{B, c, D\}$.

A characterization of the graphs corresponding to the column sets with the C1P was given by A. Tucker. The characterization in given in terms of so-called asteroidal triples (A-triples) [Tuc72] defined as follows.

**Definition 2.2.** Let $B_C := (V_1^C, V_2^C, E_C)$ be a bipartite graph. Vertexes $p, q, r \in V_2^C$ with $p \neq q$, $q \neq r$, and $p \neq r$ form an A-triple, if $(p \rightarrow q) \neq \emptyset$, $(p \rightarrow r) \neq \emptyset$, $(q \rightarrow r) \neq \emptyset$, and:

$$(p \rightarrow q) \cap N(r) = \emptyset \land (p \rightarrow r) \cap N(q) = \emptyset \land (q \rightarrow r) \cap N(p) = \emptyset.$$

On Fig. 2.1b there is only one A-triple, namely $(B, C, D)$. Note in [Tuc72] a common graph is considered not the bipartite one. We deal with bipartite graphs, so we define A-triples only for them.

Let $(p \rightarrow q)^r$ be a path from $p$ to $q$ without the closed neighborhood of $r$: $(p \rightarrow q)^r \cap N(r) = \emptyset$.

The following theorem characterizes convex bipartite graphs.

\(^{1}\)We deal with undirected bipartite graphs, therefore only one part of the adjacency matrix is enough to define the corresponding graph.
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Theorem 2.2 ([Tuc72, Theorem 6, p.156]). Let $B_C := (V^C_C, E_C)$ be the bipartite graph associated to a column set $C$. The set $C$ has the C1P if and only if $V^C_2$ contains no A-triple of $B_C$.

The roles of $V_1$ and $V_2$ are interchanged here compared to [Tuc72]. A direct consequence of Theorem 2.2 are the following corollaries.

Corollary 2.3. A column set $C := \{c^j \in \{0, 1\}^m : j \in J_C\}$ has the C1P if and only if the associated bipartite graph $B_C := (V^C_1, V^C_2, E_C)$ with $V^C_1 := I, V^C_2 := J_C$ contains no A-triple.

Corollary 2.4. A column set $C := \{c^j \in \{0, 1\}^m : j \in J_C\}$ does not have the C1P if and only if the associated bipartite graph $B_C := (V^C_1, V^C_2, E_C)$ with $V^C_1 := I, V^C_2 := J_C$ contains at least one A-triple.

Another Tucker’s characterization of graphs having no A-triple is given in the following theorem.

Theorem 2.5 ([Tuc72, Theorem 7, p.157]). In a bipartite graph $B_C := (V^C_1, V^C_2, E_C)$ the vertex set $V^C_2$ contains no A-triple if and only if $B_C$ contains none of the graphs $G^1_k, G^2_k, G^3_k, G^4_k, G^5_k$ (with $k \geq 1$), $G^4$, and $G^5$ as shown in Fig. 2.2.

A direct consequence of Theorem 2.5 is the following corollary.

Corollary 2.6. A bipartite graph $B_C := (V^C_1, V^C_2, E_C)$ has at least one A-triple if and only if $B_C$ contains one or more graphs $G^1_k, G^2_k, G^3_k, G^4, G^5$ as a subgraph.

2.1.3 Overview of solution methods

A position-indexed formulation for CBPP-1 is considered in [HNS08] where a branch-and-cut algorithm based on some facet-defining inequalities is proposed. However, the proposed model has different drawbacks, the most crucial of which is the pseudo-polynomial number of position-indexed variables.

In [MMBS11], CBPP-1 is handled by branch-and-bound methods with the lower bounds based on the LP relaxation of the Dantzig-Wolfe decomposed of the 1D bin packing problem which is solved by the column generation method. The approach with the decomposed model is similar to those which are considered in this paper. The main difference is that here we propose branch-and-price algorithms in contrast to the combinatorial enumeration algorithms in [MMBS11]. Here we also tighten the column generation.

2.1.4 Our contribution

In order to solve CBPP-1 we use a Gilmore-Gomory model for the 1D bin packing problem which was discussed in Section 2.1. In this section we use the know fact that if a column set has the C1P then the corresponding matrix is total unimodular and thus all the corners of the polyhedron of its LP relaxation are integer for the integer
input data. For the construction of such column sets, in Section 2.2 we develop branch-and-price algorithms with two strategies: column-, and subcolumn-based enumerations. In Sections 2.3, 2.4 we prove propositions about some characteristics of a specific or an arbitrary column which breaks the C1P of a given column set. For each of these characteristics we develop an algorithm the output data of which is used in the slave problem of the column generation thus tightening the bound. The final part of the paper reports numerical results and conclusion.

2.2 The branch-and-price algorithms

Here we describe the overall algorithm of finding an optimum of CBPP-1. The algorithm is a hybrid of the branch-and-bound and the column generation methods, i.e., throughout the branching tree the column generation is applied for solving the LP relaxation. The idea is the same as in branch-and-bound, we calculate lower bounds for each node and use it as a pruning criteria.

In practice, for the branching-and-price, we store the columns which we generate throughout the optimization process in a column pool. Processing from one node to the descendants is done by adding a box-constraint for the corresponding variable. So storing the column indexes for each node is enough to reconstruct the formulation.

Figure 2.2: Forbidden subgraphs. The vertex set $V^C_2$ of a bipartite graph $B_C := (V^C_1, V^C_2, E_C)$ contains an A-triple if and only if $B_C$ contains one of the displayed graphs as an induced subgraph where black vertexes correspond to vertexes in $V^C_2$. Numbers $k$ and $k + 1$ refer to the numbers of white vertexes in the right-hand parts of the first three graphs. In the case of the graph $G_k^1$, any three different black vertexes build an A-triple. In other cases there is only a single A-triple, namely $(v, \mu, \omega)$. 

(a) $G_k^1$  
(b) $G_k^2$  
(c) $G_k^3$  
(d) $G^4$  
(e) $G^5$
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As we have shown in Section 2.1.1, the solution of the LP relaxation (2.9)-(2.11) with the C1P is integral. Thus, our goal now is to enumerate column sets with the C1P.

The idea of branchings consist in an enumeration of feasible 1D partial packings having the C1P. On each step all columns with indexes $J^+ \subseteq J$, i.e., $\{a^j : j \in J^+\}$, are fixed to appear in the packing while all columns with indexes $J^- \subseteq J$ must not appear, i.e., $\{a^j : j \in J^-\}$. The column set $\{a^j : j \in J^+\}$ is constructed such that the C1P arise.

Let $V$ be the set of nodes of the branching tree $T := (V, E)$, which are connected by the edges from the set $E$. Hereby the sets $J^+(u)$ and $J^-(u)$ are associated with each node $u \in V$.

Given a node $u \in V$ of the branching tree and having the sets $J^+(u)$ and $J^-(u)$ in mind, the master problem of the column-generation method becomes the following form:

$$\text{LP}(u) : \phi(u) = \sum_{j \in J} y_j \rightarrow \min; \quad \text{s.t.}$$

$$\sum_{j \in J} a^j_i y_j = h_i, \quad i \in I; \quad (2.13)$$

$$y_j \geq 1, \quad j \in J^+(u); \quad (2.14)$$

$$y_j = 0, \quad j \in J^-(u); \quad (2.15)$$

$$y_j \geq 0, \quad j \in (J \setminus J^+(u)) \setminus J^-(u),$$

and the slave problem:

$$\text{CG}(u) : \sum_{i \in I} d_i a_i \rightarrow \max; \quad \text{s.t.}$$

$$\sum_{i \in I} w_i a_i \leq W; \quad (2.18)$$

$$\sum_{i \in I} [a_i (1 - a^j_i) + a^j_i (1 - a_i)] > 0, \quad j \in J^-(u); \quad (2.19)$$

$$a_i \in \{0, 1\}, \quad i \in I. \quad (2.20)$$

where the constraints (2.19) exclude the solutions from $J^-(u)$ from the feasible set of solutions.

Let $\bar{J}(u) := \{j \in J : y_j > \epsilon\}$ be the set of column indexes which are in the solution of LP($u$). Some of the columns $\{a^j : j \in \bar{J}(u)\}$ build together with the columns with indexes from $J^+(u)$ a column set having the C1P. Let $\bar{J}^+(u) \subseteq \bar{J}(u)$ be such that $\forall j \in \bar{J}^+(u), J^+(u) \cup \{a^j\}$ has the C1P, and $\bar{J}^-(u) := \bar{J}(u) \setminus \bar{J}^+(u)$. For testing whether a column set has the C1P we use the PQ-tree algorithm [BL76].

In the following we introduce two branch-and-price algorithms which are distinguished by the branching strategies.

### 2.2.1 A column-based branching strategy

Here we introduce a column-based branching strategy. The main idea is to construct the solution having the C1P from the columns of the LP relaxation.
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Having the $J^+(u)$ and $J^-(u)$ sets we solve the LP relaxation and test the columns whether they build with the columns \{a^j : j \in J^+(u)\} a column set with the C1P. If there exists one then we branch on this column. If it does not exist then we tighten the formulation of the LP relaxation and resolve until a column to branch is found, the node is pruned considering the bound or it is proven that no column to branch exists.


*Input data:* $W$, $m$, $w = (w_1, \ldots, w_m)$, $h = (h_1, \ldots, h_m)$.

*Output data:* optimal solution $(A, Y)$ and its value $H$.

1. **Initialization:**
   - node $u_0$, $J^+(u_0) = J^-(u_0) := \emptyset$.
   - incumbent $A := \emptyset$, $Y := \emptyset$, $H := \infty$.
   - node list $N := \{u_0\}$.

2. **Node:** If $N = \emptyset$, go to Exit. Else choose $u \in N$, set $N := N \setminus \{u\}$ and go to Restore.

3. **Restore the sets $J^+(u)$ and $J^-(u)$**.

4. **LP relaxation:** Solve $\text{LP}(u)$ considering $J^+(u)$ and $J^-(u)$ and obtain the solution and hence the set $\bar{J}(u)$. For all $j \in \bar{J}(u) \setminus J^+(u)$ test by the PQ-tree algorithm, if $J^+(u) \cup \{a^j\}$ has the C1P. If yes then set $\bar{J}^+(u) := J^+(u) \cup \{j\}$, else set $\bar{J}^-(u) := J^-(u) \cup \{j\}$.

5. **Prune:** If $\phi(u) \geq H$, go to Node. If the solution $\{y_j : j \in \bar{J}(u)\}$ is integral then set $H := \phi(u)$, update the incumbent $(A, Y)$ with $A := \{a^j : j \in \bar{J}(u)\}$, $Y := \{y_j : j \in \bar{J}(u)\}$ and go to Node, else go to Branching.

6. **Branching:** Having $J^+(u)$ and $\bar{J}^+(u)$ do:
   1. If $\bar{J}^+(u) \setminus J^+(u) = \emptyset$ then create one node $v$ with:
      - $J^+(v) := J^+(u)$.
      - $J^-(v) := J^-(u) \cup J^-(u)$.
      - Set $N := N \cup \{v\}$. Go to Node.
   2. If $\bar{J}^+(u) \setminus J^+(u) \neq \emptyset$ then set $j^* := \arg\max\{y_j : j \in \bar{J}^+(u) \setminus J^+(u)\}$, create node $v_1$:
      - $J^+(v_1) := J^+(u) \cup \{j^*\}$.
      - $J^-(v_1) := J^-(u) \cup \bar{J}^-(u)$.
      - Create node $v_2$:
      - $J^+(v_2) := J^+(u)$.
      - $J^-(v_2) := J^-(u) \cup J^-(u) \cup \{j^*\}$.
      - Set $N := N \cup \{v_1, v_2\}$. Go to Node.

7. **Exit:** Return the incumbent $(A, Y)$ and its value $H$.

As we can see the main drawback of the described strategy is that we may create a lot of descendants while $\bar{J}^+(u) \setminus J^+(u) = \emptyset$, see step 6.1 in Algorithm 2.1. For
eliminating this drawback we tighten the column generation by forbidding not only the columns but subcolumns.

Let us consider the column set on Fig. 2.1 where four columns A, . . . , D, and five rows a, . . . , e exist. Columns A, B, C together have the C1P. If we join them with the column D then the obtained column set will not have the C1P. The property is broken not in the whole matrix, but only in the part marked by the dashed box. Note if there is a such combination \( a = 1, b = 0, c = 1 \) of rows in a column \( D \), the C1P would not arise despite the values of \( d \) and \( e \). So, if we now consider only columns were there is no such a combination of rows, we reduce the columns which break a priori the C1P.

Let a subcolumn \( d^k \) be given by an index set \( I_k \subset I \) and coefficients \( d^k_i, i \in I_k \). For a given node \( u \in V \) of the branching tree we consider a set of subcolumns \( D(u) := \{ d^k : k \in K(u) \} \) which breaks the C1P of the column set \( \{ a^j : j \in J^+(u) \} \). Hereby, if for some \( j \in J \) and \( k \in K(u) \): \( a^j_i = d^k_i, \forall i \in I_k \) then \( y_j = 0 \) has to follow which is realized in the master problem of the column generation by:

\[
\sum_{i \in I_k} |a^j_i - d^k_i| = 0 \Rightarrow y_j = 0, \quad j \in (J\setminus J^+(u))\setminus J^-(u), \quad k \in K(u).
\]

The above constraint is nonlinear. For its tackling we remove it from the master problem and add it to the slave problem CG\((u)\) of the column generation in the following form:

\[
\sum_{i \in I_k} [a^j_i(1 - d^k_i) + d^k_i(1 - a^j_i)] > 0, \quad k \in K(u),
\]

which is herewith tightened.

For construction of subcolumns for a given set of columns having the C1P we propose two approaches. Suppose for a given \( u \in V \) we have \( J^+(u) \) and the column set \( \{ a^j : j \in J^+(u) \} \). The first approach uses the latter columns having the C1P and construct the subcolumns which can potentially break the C1P. This approach is considered in Section 2.4.

Based on \( u, J^+(u) \) and due to Algorithm 2.1, we solve LP\((u)\) and obtain the set \( \tilde{J}(u) \). Afterward we apply the PQ-tree algorithm for each \( j \in \tilde{J}(u) \setminus J^+(u) \) and define \( \tilde{J}^-(u) \). Now from the columns \( \{ a^j : j \in \tilde{J}^-(u) \} \) we find the subcolumns which break the C1P. This is the second approach which is considered in Section 2.3.

### 2.2.2 A subcolumn-based branching strategy

Here we introduce a subcolumn-based branching strategy. This branching strategy was firstly discussed in [Bel10]. The main idea of the branching strategy is to branch on the subcolumns which break the C1P of the current basis solution of the LP relaxation.

Having a basis solution of the LP relaxation we test it for the C1P by the PQ-tree algorithm [BL76]. If it does not have the C1P then the basis solution contained one or more submatrices of the types \( M_I, \ldots, M_V \) in [Tuc72], Fig. 3, p.161. Note the corresponding matrix will contain one or more of the graphs from Fig. 2.2 as a subgraph. The submatrices of the types \( M_I, \ldots, M_V \) can be found by the algorithms described in [Dom09], Chapter 3, p.63–78.
Algorithm 2.2 (Branch-and-Price-subcols). A branch-and-price algorithm with the subcolumn-based branching strategy.

Input data: $W$, $m$, $w = (w_1, \ldots, w_m)$, $h = (h_1, \ldots, h_m)$.

Output data: optimal solution $(A, Y)$ and its value $H$.

1. Initialization:
   - node $u_0$, $D(u_0) := \emptyset$.
   - incumbent $A := \emptyset$, $Y := \emptyset$, $H := \infty$.
   - node list $N := \{u_0\}$.

2. Node: If $N = \emptyset$, go to Exit. Else choose $u \in N$, set $N := N \setminus \{u\}$ and go to Restore.

3. Restore the set $D(u)$.

4. LP relaxation: Let $J(u)$ be the set of columns from the column pool and let $J^d(u) := \{ j \in J(u) : a_i^d(1 - d^i) + d^i(1 - a_i^d) = 0, \ d^i \in D(u) \}$ be the set of indexes of columns from $J(u)$ which contain a forbidden subcolumn from $D(u)$.

   Solve the following LP relaxation considering $D(u)$ and $J^d(u)$:

   \[
   \text{LP}'(u) : \quad \phi(u) = \sum_{j \in J} y_j \rightarrow \min; \quad \text{s.t.} \quad \sum_{j \in J} a_i^j y_j = h_i, \quad i \in I; \quad (2.22)
   \]

   \[
   y_j = 0, \quad j \in J^d(u); \quad (2.23)
   \]

   \[
   y_j \geq 0, \quad j \in J \setminus J^d(u), \quad (2.24)
   \]

   and obtain the solution and hence the set $\bar{J}(u)$. By the PQ-tree algorithm test if $\{a^j : j \in \bar{J}(u)\}$ has the C1P. If yes then go to Prune, else find a submatrix $F(u) := \{ f_1, \ldots, f_{\sigma(u)} \}$ of the types $M_1, \ldots, M_V$ in $\{a^j : j \in \bar{J}(u)\}$.

5. Prune: If $\phi(u) \geq H$, go to Node. If the solution $\{y_j : j \in \bar{J}(u)\}$ is integral then set $H := \phi(u)$, update the incumbent $(A, Y)$ with $A := \{a^j : j \in \bar{J}(u)\}$, $Y := \{y_j : j \in \bar{J}(u)\}$ and go to Node, else go to Branching.

6. Branching: Create nodes $v_k$ with $k = 1, \ldots, \sigma(u)$: $D(v_i) := D(u) \cup \{ f_k \}$, set $N := N \cup \{v_k\}$. Go to Node.

7. Exit: Return the incumbent $(A, Y)$ and its value $H$.

2.3 Subcolumns breaking the C1P

Here we consider an approach of finding the subcolumns of a given column which breaks the C1P of a given set of columns having the C1P.

Now going back to a node $u \in V$ of the branching tree $T$ we can conclude using Corollary 2.3 that since $\{a^j : j \in J^+(u)\}$ has the C1P then the corresponding bipartite graph has no A-triple. The following statement is true.
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**Statement 2.7.** Let \( u \in V \) be a node of the branching tree \( T \) and let \( a^\gamma \) with \( \gamma \in J \setminus J^+(u) \). The column set \( C := \{a^i \cup \{a^j : j \in J^+(u)\} \) does not have the C1P if and only if the associated bipartite graph \( B_C := (I, \{1, \ldots, |C|\}, E_C) \) contains at least one A-triple.

**Remark 2.1.** An A-triple which exists in \( B_C \) may contain the vertex \( \gamma \) and may not contain it as well.

Hereby, if we join the columns \( \{a^j : j \in J^+(u)\} \) with a column \( a^i \) with \( i \in J^-(u) \), the resulting set will not have the C1P and according to Statement 2.7 the corresponding bipartite graph will have at least one A-triple.

Let \( J_C \subseteq J \) and \( C := \{a^j : j \in J_C\} \) be a set of columns and let \( C(I_r, I_c) := \{a^j : i \in I_r, j \in I_c\} \) be the set of the columns from \( I_c \subset J_C \) and the rows from \( I_r \subset I \).

The following lemma is true.

**Lemma 2.8.** If a column set \( C \) has the C1P then the set \( C(I_r, I_c) \) will also have the C1P for any \( I_r \subset I \) and \( I_c \subset J_C \).

**Proof.** Let us prove the lemma for elements \( k \in I \setminus I_r \) and \( d \in J_C \setminus I_c \). Let \( C \) be a set having the C1P. Due to Theorem 2.2, the corresponding bipartite graph \( B_C \) has no A-triple. Let us consider the set \( C(I \setminus \{k\}, J_C \setminus \{d\}) \) and assume that it does not have the C1P. Due to Corollary 2.4, the corresponding bipartite graph \( B_{C(I \setminus \{k\}, J_C \setminus \{d\})} \) has at least one A-triple, e.g., \((v, \mu, \omega)\) with \( v \neq \mu, \mu \neq \omega, \) and \( v \neq \omega \). It means that \( \{k, d\} \cap [(v \rightarrow \mu)^{\omega} \cup (v \rightarrow \omega)^{\mu} \cup (\mu \rightarrow \omega)^{\nu}] = \emptyset \), while \((v \rightarrow \mu)^{\omega} \neq \emptyset, (v \rightarrow \omega)^{\mu} \neq \emptyset, \) and \((\mu \rightarrow \omega)^{\nu} \neq \emptyset \). The latter follows that the paths \((v \rightarrow \mu)^{\omega}, (v \rightarrow \omega)^{\mu}, (\mu \rightarrow \omega)^{\nu}\) must exist also in the graph \( B_C \). Hence, \((v, \mu, \omega)\) is an A-triple in \( B_C \) and due to Corollary 2.4 the set \( C \) does not have the C1P which contradicts the condition that \( C \) has the C1P. Hereby we set \( I := I \setminus \{k\}, J_c := J_C \setminus \{d\} \) and repeat the above procedure until \( I = I_r \) and \( J_C = I_c \). \( \square \)

Let \( d^* \) be a subcolumn which breaks the C1P of \( \{a^i : j \in J^+(u)\} \) and be given by an index set \( I_s \subset I \) and coefficients \( d^*_i \) with \( i \in I_s \). If \( C(I_s, J_C) \cup \{d^*\} \) does not have the C1P then \( d^* \) is called ineligible. An ineligible subcolumn is called minimal if \( \exists i^* \in I_s : \)

\[
\tilde{d}^* = \begin{cases} 
1 - d_i, & i = i^*, \\
\frac{d}{2}, & i \in I_s \setminus \{i^*\},
\end{cases}
\]

so that \( C(I_s, J_C) \cup \{\tilde{d}^*\} \) does not have the C1P.

**Theorem 2.9.** If \( d^* \) is a minimal ineligible subcolumn then \( 1 \leq \sum_{i \in I} d^*_i \leq 3 \) is true.

**Proof.** Since \( C(I_s, J_C) \cup \{d^*\} \) does not have the C1P then due to Corollary 2.4 the corresponding bipartite graph contains at least one A-triple. Therefore, due to Corollary 2.6 the bipartite graph contains one or more graphs \( G^1_{k}, G^2_{k}, G^3_{k}, G^4, \) and \( G^5 \) as a subgraph. Since \( d^* \) corresponds to a vertex of the set \( V_2 \), the number of 1’s in \( d^* \) is a degree of the corresponding vertex which can be any of \( V_2 \). Let us calculate minimal and maximal degrees of vertexes from \( V_2 \) of \( G^1_{k}, G^2_{k}, G^3_{k}, G^4, \) and \( G^5 \), respectively.
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Let us consider the graph $G_k^1$. If we take any $v, \mu, \omega \in V_k^{G_k}$ with $v \neq \mu, \mu \neq \omega$, and $\mu \neq \omega$ then there would exist nonempty paths $(v \rightarrow \mu)^v$, $(v \rightarrow \omega)^\mu$, and $(\mu \rightarrow \omega)^\omega$ which means that $(v, \mu, \omega)$ is an A-triple. Note if we delete one of the edges which is incident to a vertex from $V_k^{G_k}$ in the graph then one of the three paths would not exist and hence no A-triple. So, the minimal and the maximal vertex degree for $G_k^1$ are equal to 2.

Let us consider the graph $G_k^2$. It has such a construction, so that there exists only one A-triple, namely $(v, \mu, \omega)$. Moreover the path $(\mu \rightarrow \omega)^\mu$ must not contain the vertexes $a$ and $b$ due to the definition of A-triples. So the single path which satisfies this condition goes through the white and the black vertexes except $v$, $a$, and $b$. Let $d^\ast$ correspond to a black vertex except $v$, $\mu$, and $\omega$. The above described path contains necessarily this vertex. Every such vertex has the degree equal to 4. Actually, if we delete two edges which make this vertex incident to $a$ and $b$ then the path $(\mu \rightarrow \omega)^\mu$ would still exist and the A-triple as well. It means that these two edges are excessive and are not necessary to build the A-triple. It is also obvious that both of the two edges which outcome from the vertexes $v$, $\mu$, and $\omega$ are necessary to build the A-triple. So, the minimal and the maximal vertex degree for $G_k^2$ are equal to 2 in order to build the A-triple $(v, \mu, \omega)$.

Let us consider the graph $G_k^3$. The A-triple is constructed only by the vertexes $v$, $\mu$, and $\omega$. We have the same path between $\mu$ and $\omega$ as in the case of $G_k^2$, the path goes only through the white and the black vertexes except $v$, and $a$. Let $d^\ast$ correspond to a black vertex except $v$, $\mu$, and $\omega$. The edge which makes the vertex incident to $a$ is actually excessive because the path $(\mu \rightarrow \omega)^\mu$ does not contain the vertex $a$. But there must be at least one black vertex which is incident to $a$ for the existence of the paths $(v \rightarrow \mu)^v$ and $(v \rightarrow \omega)^\mu$. It is also obvious that the edge outcomming from $v$, $\mu$, and $\omega$ is necessary to build the A-triple. So, the vertex degree for $G_k^3$ lies in the interval from 1 to 3 in order to build the A-triple $(v, \mu, \omega)$.

Let us consider the graph $G_4$. It obvious that the deletion of an edge in the graph $G_4$ will break the coherence of the graph $G_4$ which leads to the graph with no A-triple. So, the vertex degree for $G_4$ lies in the interval from 1 to 2 in order to build the A-triple $(v, \mu, \omega)$.

Let us consider the graph $G_5$. The vertexes $v$, $\mu$, and $\omega$ create the single A-triple, so that the paths $(v \rightarrow \mu)^v$, $(v \rightarrow \omega)^\mu$, and $(\mu \rightarrow \omega)^\omega$ are not empty. Let $d^\ast$ correspond to $\mu$ or $\omega$. In this case the edges $(\mu, b)$ and $(\omega, b)$ are excessive because the above described paths are not empty without these edges, i.e., $(v \rightarrow \mu)^v = \{v, A, c, \mu\}$, $(v \rightarrow \omega)^\mu = \{v, B, d, \omega\}$, and $(\mu \rightarrow \omega)^\omega = \{\mu, c, A, b, B, d, \omega\}$, so the one outcomming ege $(\mu, c)$ and $(\omega, d)$ for $\mu$ and $\omega$ is sufficient. Let $d^\ast$ correspond to $A$ or $B$. Then the edges $(b, B)$, and $(b, A)$ are excessive for the same reason, i.e., $(v \rightarrow \mu)^v$ and $(v \rightarrow \omega)^\mu$ are the same, but $(\mu \rightarrow \omega)^\omega = \{\mu, b, \omega\}$. It is also obvious that there must exist the edge $(v, a)$. Therefore, the vertex degree for $G_5$ lies in the interval from 1 to 2 in order to build the A-triple $(v, \mu, \omega)$.

The above implies the validity of $1 \leq \sum_{i \in I} d_i^\ast \leq 3$.

Lemma 2.10. If $\sum_{i \in I} d_i^\ast = 1$ then the vertex corresponding to $d^\ast$ is contained in one of the A-triples.
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Proof. Since \( C(I_*, J_C) \cup \{d^*\} \) does not have the C1P then due to Corollary 2.4 the corresponding bipartite graph contains at least one A-triple. Therefore, due to Corollary 2.6 the bipartite graph contains one or more graphs \( G_1^k, G_2^k, G_3^k, G_4, \) and \( G_5^k \) as a subgraph. Since \( \sum_{i \in I_*} d^* = 1 \) is minimal then the corresponding vertex is terminal. In the above described graph all terminal vertexes correspond to the vertexes of the A-triple.

Theorem 2.11. If a subcolumn \( d^* \) is minimal then the corresponding bipartite graph contain one of the graphs \( \bar{G}_1^k, \bar{G}_2^k, \bar{G}_3^k, \bar{G}_4 \).

Proof. Since \( C(I_*, J_C) \cup \{d^*\} \) does not have the C1P then due to Corollary 2.4 the corresponding bipartite graph contains at least one A-triple. Therefore, due to Corollary 2.6 the bipartite graph contains one or more graphs \( G_1^k, G_2^k, G_3^k, G_4, \) and \( G_5^k \) as a subgraph.

Let us consider the situation before we add the vertex corresponding to \( d^* \) to the bipartite graph. In the case of \( G_1^k \) the graph lacks one of the black vertexes. It is obvious that connecting of two white vertexes with the vertex degree equal to 1 with the new vertex will create an A-triple. Moreover, this is the single connection with the minimal number of edges in order to get an A-triple. Other connections will contain the mentioned edges. The same is with the graph \( G_4 \), see Fig. 2.3c.

Let us consider the graphs \( G_2^k \) and \( G_3^k \). There exist only a single A-triple \((v, \mu, \omega)\). It means that there exist the paths \((\mu \rightarrow \omega)^v\), \((v \rightarrow \mu)^\omega\), and \((v \rightarrow \omega)^\mu\). The second and the third paths do not contain the edges \((b, \omega)\) and \((a, \mu)\), and the first path goes only through the right-hand white vertexes. So, the edges \((b, \omega)\) and \((a, \mu)\) can be removed. Hence the graphs \( G_2^k \) and \( G_3^k \) are equivalent in the sense of the mentioned paths. So, let us consider the graph \( G_2^k \) before we add the vertex corresponding to \( d^* \). The cases where the graph lacks \( v, \mu, \) and \( \omega \) are obvious. In other case it is enough to add the edges starting from the white vertexes with the degree equal to 1, see the graph \( G_2 \) in Fig. 2.3b. All other possible constructions building an A-triple will contain these edges.

Let us consider the graph \( G_5^k \). There exists a single A-triple \((v, \mu, \omega)\) with the two different existing paths, see Fig. 2.4. It is obvious that the path \((a, B, d, \omega)\) in the graph \( G_5^k \) is excessive, so that the graph is equivalent to the graph \( G_2 \). Let us consider
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Figure 2.4: Forbidden subgraph $G^5$: different paths.

the graph $G^5''$ and the situation before we add the vertex corresponding to $d^*$. In the case where $v$ do not exist, any three vertexes of \{A, B, µ, ω\} can build an A-triple. That contradicts the assumption that before we add a vertex to the graph it contains no A-triple. So, $v$ should be in the graph. In the case of $µ$ or $ω$ there exist only one possibility to build an A-triple, namely to add the edges $(µ, c)$, $(µ, b)$ or $(ω, d)$, $(ω, b)$, respectively. In the case of the vertex $A$, there exist two possibilities. The first one is to add the edge $(A, d)$, so that an A-triple as in $G^1_k$ arises. The second one is to add the edge $(A, a)$. The same is with the vertex $B$.

Lemma 2.12. Let $d^*$ be a minimal ineligible subcolumn. If there exists an A-triple containing the vertex corresponding to $d^*$ then $1 \leq \sum_{i \in I} d^*_i \leq 2$ is true.

For the proof refer to the next lemma.

Lemma 2.13. If $d^*$ is a minimal ineligible subcolumn then $1 \leq \sum_{i \in I} d^*_i \leq 3$ is true.

Proof. Before we add a vertex to the graph the latter does not contain any A-triples. Since we add the vertex corresponding to the minimal $d^*$ then due to Theorem 2.11 there arise one or more graphs $\tilde{G}^1_k, \tilde{G}^2, \tilde{G}^3$, and $\tilde{G}^4$. Both Lemmas 2.12 2.13 are easy to prove considering the above mentioned graphs. Correctness of Lemma 2.12 follows from the fact that the maximal degree of the black vertexes which are contained in an A-triple is equal to 2. Correctness of Lemma 2.13 follows from the fact that the maximal degree of a black vertex in all graphs is equal to 3, see Fig. 2.3b.

Let us go back to the column $a^\gamma$ with $\gamma \in J^-(u)$ and the subcolumn $d^k$ with a minimal size. As noted in Remark 2.1 there exist two possibilities of how an A-triple arise due to Statement 2.7 in the bipartite graph corresponding to \{a^j : j \in J^+(u)\} \cup \{a^\gamma\}. In the first one, the obtained A-triple contains $\gamma$. In the other one, the obtained A-triple contains only vertexes from $V_C$ with $C := \{a^j : j \in J^+(u)\}$ where $a^\gamma$ serves only as a connection for the arising paths. In the first case, e.g., when the terms of Lemma 2.10 are satisfied, it is enough to find A-triples which starts with $\gamma$. For that purpose we use the characterization given in Lemma 2.12. This case is considered further in Algorithm 2.3. In the second case we apply Algorithm 2.4 which uses the characterization given in Lemma 2.13.
Let us consider the case where A-triples contain $\gamma$. Based on a set $C := \{a^j : j \in J^+(u)\}$ we build the corresponding convex bipartite graph $B_\gamma$ without vertexes and edges which could be incident to $\gamma$, if we would add it to $V_2^C$. The resulting column set has the C1P due to Lemma 2.8 and the corresponding graph $B_\gamma$ has no A-triples due to Corollary 2.3.

We search for all shortest paths between all two different vertexes of $V_2^\gamma$ in $B_\gamma$, refer to Algorithm 2.3. Those pairs of vertexes for which there exist a path we consider as candidates entering to an A-triple together with the vertex $\gamma$ due to Statement 2.7 and the assumption that the obtained A-triple contains $\gamma$. Now we test whether there exists a path between vertexes of these pairs and $\gamma$ every time avoiding the closed neighborhood of the third vertex, respectively. If all three paths exist then $(\gamma, p, q)$ builds an A-triple. All vertexes from $I$ which are in these paths correspond to the desired subcolumn.

**Algorithm 2.3 (SUBCOL-OF-A-COL-A).** Determination of forbidden subcolumns of a given column in the case when A-triples start with the vertex corresponding to the given column.

**Input data:** A node $u$, the column $a^\gamma$ with $\gamma \in J^-(u)$.

**Output data:** $D(u)$.

1. For each pair of vertexes $p, q \in V_2$ with $p < q$ find a shortest path $(p \rightarrow q)$ from $p$ to $q$ in

   $$B_\gamma := (V_1^\gamma := I \setminus N(\gamma), V_2^\gamma := J^+(u), E_\gamma := \{(i, j) \in V_1^\gamma \times V_2^\gamma : a_i^j = 1\}).$$

   If $(p \rightarrow q) \neq \emptyset$ then add $(p, q)$ to $P_0$.

2. For each $p, q \in V_2$ with $p < q$ find a shortest path from $\gamma$ to $q$ without nodes in the closed neighborhood of $p$, i.e., find $(\gamma \rightarrow q)^p$ in

   $$B_p := (V_1^p := I \setminus N(p), V_2^p := J^+(u) \cup \{\gamma\} \setminus \{p\}, E_p := \{(i, j) \in V_1^p \times V_2^p : a_i^j = 1\}).$$

   If $(\gamma \rightarrow q)^p \neq \emptyset$ then add $(\gamma, q)$ to $P_p$.

3. For each $(p, q) \in P_0$:

   If $(\gamma, p) \in P_q$ and $(\gamma, q) \in P_p$ then $(\gamma, p, q)$ forms an A-triple, hence form a subcolumn $d^*$ of $a^\gamma$:

   $$d_i^* = a_i^\gamma, \forall i \in I_k \text{ with } I_k :=[(p \rightarrow q) \cup (\gamma \rightarrow q)^p \cup (\gamma \rightarrow p)^q] \cap I,$$

   add $d^*$ to $D(u)$, if $d^* \notin D(u)$.

**Lemma 2.14.** Let $u \in V$ be a node of the branching tree $T$, and $a^\gamma$ with $\gamma \in J^-(u)$. The algorithm SUBCOL-OF-A-COL-A is correct and returns in $O(m^2(M+\log m))$ time a subcolumn of $a^\gamma$ which breaks the C1P, if in the corresponding bipartite graph there exists any A-triple containing $\gamma$.

**Proof.** The proof of the lemma consists of two parts. Let $C^+_u := \{a^j : j \in J^+(u)\}$ and $\tilde{C} := C^+_u \cup \{a^\gamma\}$. Since $\tilde{C}$ does not have the C1P and due to Statement 2.7 there exists an A-triple, we should prove that the algorithm finds this A-triple. Secondly, the time complexity should be calculated.
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So, due to Corollary 2.6, the graph $B_{\tilde{C}} := (V_{\tilde{C}}^1, V_{\tilde{C}}^2, E_{\tilde{C}})$ has at least one of the graphs $G_k^1, G_k^2, G_k^3, G^4$, and $G^5$ as a subgraph. Let $G_k^1$ be such a graph. Due to Corollary 2.3, the bipartite graph $B_{C_k^+}$ has no A-triple. Since the sets $V_2^\tilde{C}$ and $V_2^{C_k^+}$ differ only in one element, namely $\gamma$, it means that $\gamma$ builds an A-triple together with two other vertexes $p, q$ with $p \neq q$ from $V_2^{C_k^+}$ which are in the vertex set of $G_k^1$. Note there always exists a path $(p \rightarrow q)$ in $B_{C_k^+}$ which is found on step 1 of the algorithm. Fig. 2.2a indicates also that there exist the paths $(\gamma \rightarrow p)^p$ and $(\gamma \rightarrow q)^q$ which are found on step 2 of the algorithm. Since all three paths $(p \rightarrow q), (\gamma \rightarrow p)^p$, and $(\gamma \rightarrow q)^q$ exist then $(\gamma, p, q)$ is found on step 3 of the algorithm. The same can be proved for $G_2^k, G_k^3, G^4$, and $G^5$, see Fig. 2.2.

The time complexity is calculated as follows. It performs $m^2$ operations to construct a bipartite graph using a matrix. So, graph $B_{\tilde{C}}$ is build in $O(m^2)$ time (step 1). The rest can be done by one run of the Dijkstra’s algorithm or the Floyd-Warshall’s algorithm (WFI) [CLR90]. The complexity of the Dijkstra’s algorithm is $O(|E| + (|V_1 + V_2|) \log(|V_1 + V_2|))$ where $|E|$ is the number of edges and $|V_1 + V_2| = 2m$ is the number of vertexes in the graph. Concerning that the maximal number of items fitting into a bin is $M := \max\{\sum_{i \in J} a_i : \sum_{i \in I} w_i a_i \leq W, a_i \in \{0,1\}\}$, so the number of 1’s in the whole matrix, thus number of edges is $|E| = mM$. Hence, $O(|E| + (|V_1 + V_2|) \log(|V_1 + V_2|)) = O(mM + 2m \log 2m)$ and the complexity of step 1 is $O(m^2(M + \log m))$. Therefore, the complexity of step 2 is also the same because the graph $B_{\tilde{C}}$ can be obtained by a linear modification of $B_{\tilde{C}}$. Since the cardinality of the set $P_0$ is $m(m - 1)$, and we need a constant time to test whether a path is in $P_0$ (step 3), the complexity of this step is $O(m^2)$. Therefore, SUBCOL-OF-A-COL-A’s complexity is $O(m^2(M + \log m))$.

**Remark 2.2.** $M$ in the formula of SUBCOL-OF-A-COL-A’s complexity tends to be constant, but large. Hence, SUBCOL-OF-A-COL-A’s complexity is $O(m^2 \log m)$.

Let us consider the case, where A-triples do not contain $\gamma$. Based on $\tilde{C} := C_{u}^+ \cup \{a^2\}$ we build bipartite graph $\tilde{B} := (V_{\tilde{C}}^1, V_{\tilde{C}}^2, E_{C_{\tilde{C}}})$, which due to Statement 2.7 contains an A-triple. In order to find this A-triple we compute all shortest paths between two different vertexes $p$ and $q$ not equal to $\gamma$ from $V_2^{C_{\tilde{C}}}$ in $B^{\tilde{C}}$ each time avoiding the direct neighborhood of the third vertex $r$. Herewith, we obtain the set $P_{pq}^r$ for all $p, q, r$. Due to the assumption the obtained A-triple does not contain $\gamma$, so for all different $p, q, r$ and not equal to $\gamma$ we test whether paths $(p \rightarrow q)^p \in P_{pq}^r, (p \rightarrow r)^q \in P_{pr}^q$, and $(q \rightarrow r)^r \in P_{qr}^q$. If so then $p, q, r$ build an A-triple. Algorithm 2.4 contains details of the above algorithm.

**Algorithm 2.4 (SUBCOL-OF-A-COL-B).** Determination of forbidden subcolumns of a given column in the case when A-triples do not contain $\gamma$.

**Input data:** A node $u$, the column $a^\gamma$, with $\gamma \in J^-(u)$.

**Output data:** $D(u)$.

1. For each vertex $p, q, r \in J^+(u)$ with $p < q$, $r \neq p$ and $r \neq q$, find a shortest path $(p \rightarrow q)^r$ from $p$ to $q$ without the closed neighborhood of $\gamma$ in

   $B_r := (V_r^+ := I \setminus N(r), V_r^+ := (J^+(u) \setminus \{r\}) \cup \{\gamma\}, E_r := \{(i, j) \in V_r^+ \times V_r^+ : a^\gamma_i = 1\}$.
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If $(p \rightarrow q)^* \neq \emptyset$ then add $(p, q)^*$ to $P_{pq}^r$.

(2) For each $p, q, r \in J^+(u)$ with $p \neq q$, $q \neq r$, and $p \neq r$:
If $(p, q)^r \in P_{pq}^r$ and $(q, r)^p \in P_{qr}^p$ and $(p, r)^q \in P_{pr}^q$ then $(p, q, r)$ forms an $A$-triple, hence form the subcolumn $d^*$ of $\alpha^*$:

$$d^*_i = a^*_i, \forall i \in I_k$$

$$I_k := \left[ N(\gamma) \cap (p \rightarrow q)^r \right] \cup \left[ N(\gamma) \cap (q \rightarrow r)^p \right] \cup \left[ N(\gamma) \cap (q \rightarrow r)^p \right],$$

add $d^*$ to $D(u)$, if $d^* \notin D(u)$.

Lemma 2.15. Let $u \in V$ be a node of the branching tree $T$, and $\alpha^*$ with $\gamma \in J^-(u)$. The algorithm $\text{SUBCOL-OF-A-COL-B}$ is correct and returns in $O(m^3(M + \log m))$ time a subcolumn of $\alpha^*$ which breaks the C1P, if in the corresponding bipartite graph there exists any A-triple which does not contain $\gamma$.

Proof. The time complexity can be calculated as follows. It performs $m^2$ operations to construct a bipartite graph using a matrix. So, the graph $B_r$ is build in $O(m^2)$ time (step 1). The rest can be done by one run of the Dijkstra’s algorithm or the Floyd-Warshall’s algorithm (WFI) [CLR90]. As it was shown, it takes $O(|E_C| + (|V_1| + V_2)) \log(|V_1| + V_2)) = O(mM + 2m \log 2m)$ operations, so the total complexity of step 1 is $O(m^3(M + \log m))$. Since the test whether $(p, q)^r \in P_{pq}^r$ for any $p, q, r$ is constant, and we perform this test for each $p, q, r$ and then the complexity of step 2 is $O(m^3)$. Therefore, $\text{SUBCOL-OF-A-COL-B}$’s complexity is $O(m^3(M + \log m) + m^3) = O(m^3(M + \log m))$.

\[ \square \]

Remark 2.3. $M$ in the formula of $\text{SUBCOL-OF-A-COL-B}$’s complexity tends to be constant, but large. Hence, $\text{SUBCOL-OF-A-COL-B}$’s complexity is $O(m^4 \log m)$.

2.4 Subcolumns potentially breaking the C1P

Let $u \in V$ be a node of the branching tree $T$. Let us now answer the following question: what combinations of elements of a column will break the C1P of $C^+_u := \{a^j : j \in J^+(u)\}$ being joint with a column? In order to solve this problem we perform the following steps. Firstly, we use the associated bipartite graph $B_0 := (V_1, V_2, E_0)$ based on $C^+_u$ and search for every vertex all vertex-disjoint paths to any other vertex. Graph $B_0$ has no A-triples due to Corollary 2.3.

Definition 2.3. Let $(p \rightarrow q)_1 := \{t^1_1, \ldots, t^1_f\}, \ldots, (p \rightarrow q)_x := \{t^x_1, \ldots, t^x_f\}$ be paths from $p$ to $q$ with $(p \rightarrow q)_1 = \ldots = (p \rightarrow q)_x$. Path $(p \rightarrow q)_{\phi}$ with $\phi \in \{1, \ldots, x\}$ is exclusive if $t^\phi_j \leq t^\phi_f, f \in \{1, \ldots, x\} \backslash \{\phi\}, j = 1, \ldots, l$.

So, only exclusive paths are considered.

Let us consider an imaginary column $s^\gamma \in \{0, 1\}^m$ represented by a vertex $\gamma$ when added to $B_0$. $\gamma$ is incident to every vertex of $V_1$. We suppose that now $\gamma$ induces an A-triple together with the vertexes from $V_2$. Due to Statement 2.7 the set $C^+_u \cup \{s^\gamma\}$ does not have the C1P. Now for every initial and final vertex $p, q$ of the above paths we determine whether there exist paths $(\gamma \rightarrow p)$ and $(\gamma \rightarrow q)$ each time avoiding a direct vertex and edge neighbors of $q$ and $p$, respectively, and avoiding vertexes from
V₁, which are in the path (p \to q). If all three paths exist then (γ; p, q) is an A-triple. In such a way all A-triples are searched which can result when an additional column is added to C_u⁺.

Now going back to subcolumns we can conclude that items from V₁ which were in the paths (γ \to p)¹, (γ \to q)², and (p \to q) should correspond to the desired subcolumn. Moreover, the vertexes from V₁ which are in (p \to q) correspond to rows with 0 and vertexes which are in (γ \to p)², (γ \to q)² and not in (p \to q) correspond to rows with 1 in the subcolumn. Algorithm 2.5 contains details of the above algorithm.

**Algorithm 2.5 (SUBCOLS).** Determination of forbidden subcolumns.

**Input data:** A node u, the column set \{a_j^i : j \in J^+(u)\}.

**Output data:** D(u).

1. Set \(B_0 := \{V_1 := I, V_2 := J^+(u), E_0 := \{(i, j) \in V_1 \times V_2 : a_j^i = 1\}\}\).

   1. For each pair of vertexes p, q \in V₂ with p < q find all exclusive paths from p to q, i.e., (p \to q) in B₀. So, we obtain the set \(P_{pq}\) of paths from p to q in \(B_0\).
   2. If two paths (p \to q)₁ \in \(P_{pq}\), (p \to q)₂ \in \(P_{pq}\) satisfy \(V_1(p \to q)₁ \not\subseteq V_1(p \to q)₂\) then delete (p \to q)₂ from \(P_{pq}\) (where \(V_1(p \to q) = \{(i \in V_1 : i \in (p \to q)\}\}\).

2. Set \(B_p := \{V_1^p := I \setminus \{p\}, V_2^p := V_2 \setminus \{p\}, E_p := \{(i, j) \in V_1^p \times V_2^p : a_j^i = 1\}\}\).

   1. For all p \in V₂ and all i \notin N(p) find for all q \in V₂ \setminus \{p\} all exclusive paths from i to q in \(B_p\). So, we obtain set \(P_{iq}^p\) of paths from i to q without the closed neighborhood of vertex p in \(B_p\).
   2. If two paths (i \to q)₁ \in \(P_{iq}^p\), (i \to q)₂ \in \(P_{iq}^p\) satisfy \(V_1(i \to q)₁ \not\subseteq V_1(i \to q)₂\) then delete (i \to q)₂ from \(P_{iq}^p\).

3. For each nonempty path (p \to q) \in \(P_{pq}\),
   for all i₁ \notin V₁(p \to q) such that a path (i₁ \to q)² \in \(P_{i₁q}^p\) exists,
   for all i₂ \notin V₁(p \to q) such that a path (i₂ \to p)² \in \(P_{i₂q}^p\) exists,
   set \(k = k + 1, d_i^k = \begin{cases} 1, & i \in (V_1(i₁ \to q)² \cap V_1(i₂ \to p)²) \setminus V_1(p \to q); \\ 0, & \text{else} \end{cases}\)
   \(I_k = V_1(p \to q) \cup V_1(i₁ \to q)² \cup V_1(i₂ \to p)²\).

**Lemma 2.16.** Let u \in V be a node of the branching tree T. The algorithm SUBCOLS is correct. The time complexity tends to be exponential.

Let us consider the following example which uses the algorithm SUBCOLS.

**Example 2.1.** Let us consider a column set on Fig. 2.5a which has the C1P. Based on this matrix we build the corresponding bipartite graph, see Fig. 2.5b.

1. Find all exclusive paths between all pairs of the vertexes from V₂:
   (A \to *): (AaB), (AdB), (AaC), (AeC), (AdBaC);
   (B \to *): (BaA), (BdA), (BaC), (BdAeC);
   (C \to *): (CaA), (CeA), (CaBdA), (CaB), (CeAdB), (CaAdB);
2. Find all exclusive paths between an imaginary vertex $\gamma$ and the vertexes from $V_2$: 
   \( (\gamma \rightarrow \ast)^A : (\gamma cB); \) 
   \( (\gamma \rightarrow \ast)^B : (\gamma bA), (\gamma eA), (\gamma eC); \) 
   \( (\gamma \rightarrow \ast)^C : (\gamma bA), (\gamma cB), (\gamma dA), (\gamma dB); \)

3. The following vertex triples are suspected to form an A-triple: \((\gamma, A, B), (\gamma, A, C), (\gamma, B, C);\)

\( (a) (A \rightarrow B)^\gamma + (\gamma \rightarrow A)^B + (\gamma \rightarrow B)^A ? 
\begin{bmatrix} AaB \\ AdB \end{bmatrix} + \begin{bmatrix} \gamma bA \\ \gamma eA \end{bmatrix} + \begin{bmatrix} \gamma cB \end{bmatrix} \Rightarrow \{ (abc), (acc) \} \Rightarrow (\gamma, A, B) \text{ is an A-triple} \)

1) $a = 0$, $b = c = 1$; 
2) $a = 0$, $e = c = 1$; 
3) $d = 0$, $b = c = 1$; 
4) $d = 0$, $e = c = 1$;

\( (b) (A \rightarrow C)^\gamma + (\gamma \rightarrow A)^C + (\gamma \rightarrow C)^A ? 
\begin{bmatrix} AaC \\ AeC \\ AdBaC \end{bmatrix} + \begin{bmatrix} \gamma bA \\ \gamma eA \end{bmatrix} + \theta; \)

\( (c) (B \rightarrow C)^\gamma + (\gamma \rightarrow B)^C + (\gamma \rightarrow C)^B ? 
\begin{bmatrix} BaC \\ BdAec \end{bmatrix} + \begin{bmatrix} \gamma cB \\ \gamma dB \end{bmatrix} + \begin{bmatrix} \gamma eC \end{bmatrix} \Rightarrow \{ (ace), (ade) \} \Rightarrow (\gamma, B, C) \text{ is an A-triple} \)

5) $a = 0$, $c = e = 1$; 
6) $a = 0$, $d = e = 1$;

Note subcolumns 2 and 5 are equal. The subcolumns that breaks the C1P are shown on Fig. 2.5c. So, setting, e.g., $a = 0$, $b = c = 1$ leads to an A-triple.

So, the set $D(u) := \{d^1, \ldots, d^5\}$, where $d^1 = d^2 = d^3 = d^6 = \{0, 1, 1\}$, $d^3 = \{1, 1, 0\}$, 
$d^4 = \{1, 0, 1\}$, and $I_1 = \{1, 2, 3\}$, $I_2 = I_5 = \{1, 3, 5\}$, $I_3 = \{2, 3, 4\}$, $I_4 = \{3, 4, 5\}$.
The output data: \( \text{Set of the depth-first search (DFS) which stores at every step a list of the traversed vertexes and the modified incidence matrix.} \)

Input data: A node \( u \) 

Algorithm 2.6 (SUBCOLS'). Determination of forbidden subcolumns. 

Input data: \( \{a^j : j \in J^+(u)\} \) 

Output data: \( D(u) \).

1. Construct the bipartite graph \( B_0 := (V_1 := I, V_2 := \{1, \ldots, |J^+(u)|\}, E_0 := \{(i,j) : j \in V_2, i \in N(j)\}) \).
2. For each pair of vertexes \( p \in V_2, \ q \in V_2 \setminus \{p\} : p < q \) in \( B_0 \) find all exclusive paths \( \text{ALLPATHS}(B_0, p \rightarrow q) \) and save these in \( \mathcal{P}_{pq} \).
3. \( V_1 := I \setminus [(p \rightarrow q) \cap I], \ V_2 := \{1, \ldots, |J^+(u)|, \ \gamma\}, \ E_{\gamma} := E_0 \cup \{(i, \gamma) : i \in I\}\{(\gamma, o), (o, r) : o \in (p \rightarrow q) \cap I, \ r \in V_2\}. \)

For each pair of vertexes \( p \rightarrow q \in \mathcal{P}_{pq} \) build the following two graphs:

\[ B_p := (V_1 \setminus N(p), V_2 \setminus \{p\}, E_p \{\{(\gamma, o), (o, r) : o \in N(p), \ r \in V_2\}) \]

\[ B_q := (V_1 \setminus N(q), V_2 \setminus \{q\}, E_q \{\{(\gamma, o), (o, r) : o \in N(q), \ r \in V_2\}) \]

If there exists a path \( (\gamma \rightarrow p) \) in \( B_q \) and \( (\gamma \rightarrow q) \) in \( B_p \) then \( (\gamma, p, q) \) builds an A-triple. Then \( D(u) := D(u) \cup \{d^*\} \) with

\[ \begin{align*}
    d^*_i & := 0, \quad i \in (p \rightarrow q) \cap I; \\
    d^*_i & := 1, \quad i \in [(\gamma \rightarrow p) \cup (\gamma \rightarrow q)] \setminus [(p \rightarrow q) \cap I];
\end{align*} \]

Algorithm 2.7 (ALLPATHS). The all paths algorithm: the algorithm is a modification of the depth-first search (DFS) which stores at every step a list of the traversed vertexes and the modified incidence matrix.

Input data: Start \( S, E \), and the incident matrix \( M \).

Output data: \( W \) of all exclusive ways between \( S \) and \( E \).

1. Push node \( S \) and matrix \( M \) to the stack, \( \text{Push}(S, M) \).
2. Restore the current node \( o \) and the matrix \( M \) from the stack, \( (o, M) \leftarrow \text{Pop}() \). If \( o \neq \emptyset \) then all paths from \( S \) to \( E \) are investigated and goto Exit.
3. If node \( o \) is equal to \( E \) then a new path from \( S \) to \( E \) is found, otherwise restore the next node: If \( o = E \) then store this path \( W := W \cup \{(S \rightarrow E)\} \) and goto 2. Else find each node which is incident to \( o \), delete the incidence record between them in \( M \) and push them into the stack: For all \( j \) with \( m^o_j = 1 \) set \( m^o_j = m^o_j = 0 \) and \( \text{Push}(j, M) \). Goto 2.
Note Algorithm 2.7 has an exponential time complexity and $dm^2$ space complexity where $d$ is the maximal depth of the tree.

**Example 2.2.** On Fig. 2.6a there is a bipartite graph which corresponds to a column set. On Fig. 2.6b a search tree is shown which is build according to the ALLPATHS algorithm for finding the all exclusive paths between nodes $A$ and $C$. So, we have found the following paths: $AaC$, $AaBbC$, $AbC$, $AbBaC$. The dashed edges of the tree mark the cycles.

![Figure 2.6: The ALLPATHS algorithm: (a) – A bipartite graph; (b) – A search tree which is build for finding all exclusive paths between nodes $A$ and $C$.](image)

**2.5 Numerical study**

In this section we discuss numerical experiments for the CBPP-1 instances which are obtained from SPP-2 from different sources.

The algorithm was implemented as a single-threaded application in C++ based on Visual Studio 2008, compiler version 9.0.30729, on an AMD Athlon 64 Dual Core 4200+ (2.2 GHz) CPU. IBM ILOG CPLEX 12.5 was used as an LP solver. The test instances, detailed results and source code are available on the CaPaD website\(^2\) and in [MSB13b].

In Table 2.1 the number of nodes and time are the mean values over the solved instances. From a rational number we take only the integer part without rounding.

Here are the following implementation issues to consider:

1. The time limit for each instance and method was set to 900 seconds.

2. For obtaining a good performance of the branch-and-price algorithms we limit the iterations for the algorithms from Sections 2.3, 2.4 by 1000.

3. We do not consider any methods of stabilization or optimization of the column generation process, since this is not a subject of the research of this paper. Considering of these steps may result in a better computational behavior of the branch-and-price method.

\(^2\)http://www.math.tu-dresden.de/~capad
4. In Table 2.1 the results for the decision problem of CBPP-1 are shown. The decision problem asks whether a set of items can be packed into the bins feasibly, so that the number of used bins does not exceed 20. If so then the instance is called feasible, otherwise infeasible.

2.6 Conclusions

Here we have proposed and studied new branch-and-price methods for the 1D contiguous bin packing problem.

The main theoretical and experimental observations of the paper are the following:

1. Given a column set with the consecutive 1’s property and a column which breaks this property it is computationally not very consuming to find all the subcolumns of the column which break the property. If we the column breaking the consecutive 1’s property is not given, the problem becomes computationally hard.

2. The branching strategy based on the enumeration of the columns behaves on the whole better on feasible instances where we have to find a solution. On the other hand the branching strategy based on the enumeration of the subcolumns is of a beneficial use for the infeasible instances where the infeasibility has to be proven by increasing the bound.

3. The following issues are subject to further study: can we model (possibly remaining in the linear programming) the 2D strip packing problem using two models of the 1D contiguous bin packing in a single formulation as we did in [MSB13a]?
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Table 2.1: Results of the decision version of CBPP-1 on the 2D instances from [CJM08]:
A – Branch-and-price-cols; B – Branch-and-price-subcols; n – total number of nodes; t – total time.

<table>
<thead>
<tr>
<th>inst</th>
<th>opt</th>
<th>n</th>
<th>t</th>
<th>opt</th>
<th>n</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infeasible instances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00N10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>00N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>00N23</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>00X23</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>02N20</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>03N10</td>
<td>1</td>
<td>84</td>
<td>1</td>
<td>27</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>03N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>03N16</td>
<td>1</td>
<td>461</td>
<td>4</td>
<td>324</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>03N17</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>04N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>04N17</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>04N18</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>05N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>05N16</td>
<td>1</td>
<td>215</td>
<td>4</td>
<td>101</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>05X15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>07N10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>07N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>07X15</td>
<td>1</td>
<td>80</td>
<td>2</td>
<td>79</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>08N15</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>10N10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10X15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13N10</td>
<td>1</td>
<td>466</td>
<td>1</td>
<td>420</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>13N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13X15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>15N10</td>
<td>1</td>
<td>60</td>
<td>1</td>
<td>57</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>15N15</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>mean</td>
<td>26</td>
<td>53</td>
<td>1</td>
<td>26</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>Feasible instances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02F17</td>
<td>1</td>
<td>10371</td>
<td>14</td>
<td>1</td>
<td>17415</td>
<td>24</td>
</tr>
<tr>
<td>02F20</td>
<td>1</td>
<td>2350</td>
<td>5</td>
<td>1</td>
<td>7203</td>
<td>15</td>
</tr>
<tr>
<td>02F22</td>
<td>1</td>
<td>3201</td>
<td>9</td>
<td>1</td>
<td>8011</td>
<td>20</td>
</tr>
<tr>
<td>03X18</td>
<td>1</td>
<td>1280</td>
<td>6</td>
<td>1</td>
<td>1407</td>
<td>7</td>
</tr>
<tr>
<td>04F15</td>
<td>1</td>
<td>633</td>
<td>3</td>
<td>1</td>
<td>914</td>
<td>3</td>
</tr>
<tr>
<td>04F17</td>
<td>1</td>
<td>131</td>
<td>1</td>
<td>1</td>
<td>135</td>
<td>1</td>
</tr>
<tr>
<td>04F19</td>
<td>1</td>
<td>965</td>
<td>4</td>
<td>1</td>
<td>1134</td>
<td>5</td>
</tr>
<tr>
<td>04F20</td>
<td>1</td>
<td>318</td>
<td>7</td>
<td>1</td>
<td>510</td>
<td>8</td>
</tr>
<tr>
<td>05F15</td>
<td>1</td>
<td>382</td>
<td>2</td>
<td>1</td>
<td>479</td>
<td>2</td>
</tr>
<tr>
<td>05F18</td>
<td>1</td>
<td>101</td>
<td>1</td>
<td>1</td>
<td>108</td>
<td>1</td>
</tr>
<tr>
<td>05F20</td>
<td>1</td>
<td>415</td>
<td>2</td>
<td>1</td>
<td>813</td>
<td>4</td>
</tr>
<tr>
<td>07F15</td>
<td>1</td>
<td>544</td>
<td>2</td>
<td>1</td>
<td>1437</td>
<td>4</td>
</tr>
<tr>
<td>08F15</td>
<td>1</td>
<td>54</td>
<td>1</td>
<td>1</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>20F15</td>
<td>1</td>
<td>49</td>
<td>1</td>
<td>1</td>
<td>78</td>
<td>1</td>
</tr>
<tr>
<td>20X15</td>
<td>1</td>
<td>39</td>
<td>0</td>
<td>1</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>mean</td>
<td>15</td>
<td>1389</td>
<td>4</td>
<td>15</td>
<td>2650</td>
<td>6</td>
</tr>
</tbody>
</table>
Chapter 3

Constraint Programming Approaches for Orthogonal Packing

We consider the 2D orthogonal feasibility problem (OPP-2) and the 2D strip packing problem (SPP-2). Given a set of rectangular items, OPP-2 is to decide whether all items can be orthogonally packed into the given rectangular container; SPP-2 is to find a packing of all items occupying the minimal height of the given semi-infinite strip. We investigate the known Constraint Programming (CP) approaches for OPP-2, in particular the dichotomy and disjunctive branching strategies and adapt 1D relaxation bounds based on linear programming (LP) into the constraint propagation process of the CP. Using the dichotomic search procedure the developed methods for OPP-2 are transformed for the case of SPP-2. Numerical results demonstrate the efficiency of the proposed strategies and of the combination of CP and LP-based pruning rules.

3.1 Introduction

Let us consider a set of $m$ rectangular items $(w_i, h_i)$, with $i \in I := \{1, \ldots, m\}$. The 2-dimensional orthogonal packing feasibility problem (OPP-2) [FS04a, CJCM08] asks whether all the items $(w_i, h_i)$ with $i \in I$ can be orthogonally packed into the given container $(W, H)$ without rotations. The guillotine constraint [MAVdC10, CJM08] is not considered. All input data are positive integers, i.e., $W, H \in \mathbb{Z}_+$, and $w_i \in \{1, \ldots, W\}$, $h_i \in \{1, \ldots, H\}$ for $i \in I$. All problems which are introduced in this paper can be easily generalized for higher dimensions, so sometimes they will be mentioned without an indication of the dimension.

In the case when the items cannot be packed into the container, it is enough to declare a negative response, otherwise the solution is a feasible packing layout with the items allocated orthogonally and non-overlapped within the container. OPP is a subproblem in solution methods for orthogonal bin packing (BPP) and knapsack problems (OKP) [FS04a, BB07, PS07]. OPP is polynomially equivalent to the orthogonal strip-packing problem (SPP) [Hif98, AVPT09, KIN+09]. The latter problem can be solved by the dichotomistic search, see Section 3.4.8.
3.1.1 Formulation of OPP and overview of solution methods

Suppose we have a coordinate system with origin (0, 0) matched with the left bottom point of the container whose x, y-axis are associated with its W, H-sides, respectively.

Let us introduce sets of variables $X := \{x_i : i \in I\}$ and $Y := \{y_i : i \in I\}$ which represent the allocation points for the items in the (0, x)-, (0, y)-directions, respectively.

An assignment of certain values to the variables is feasible in the sense of OPP-2, if the following constraints are satisfied:

\[
\begin{align*}
    x_i + w_i &\leq x_j \lor x_j + w_j \leq x_i \lor \\
    y_i + h_i &\leq y_j \lor y_j + h_j \leq y_i, \quad (i, j) \in I \times I : \ i < j; \\
    0 &\leq x_i \leq W - w_i, \quad i \in I; \\
    0 &\leq y_i \leq H - h_i, \quad i \in I; \\
    x_i, y_i &\in \mathbb{Z}_+, \quad i \in I.
\end{align*}
\]

(3.1) \hspace{1cm} (3.2) \hspace{1cm} (3.3) \hspace{1cm} (3.4)

It is assured that the items do not overlap, the constraints (3.1), and lie within the container, the constraints (3.2), (3.3). If there exist values of the variables so that the constraints (3.1)-(3.4) are satisfied then the instance is called feasible, otherwise infeasible.

So, the above tiny formulation [CJM08, PS07] is a valid non-linear integer model of OPP-2. In order to solve OPP-2 in this formulation, some constraint programming methods are successfully applied, which leads to the best results today [CJM08, SO08, Sim08, BCDP11, PS07, KMP10]. The approaches can be divided into two groups, the first one fixes the coordinates of the items [CJM08, SO08, Sim08], the other fixes the mutual position of the items [PS07, SO08, Sim08, BCDP11].

One of the reasons of the success of the constraint programming paradigm is the efficient constraint propagation technique. In every node of the search tree it tries to decide whether the set of the constraints (3.1)-(3.4) is consistent. In other words, it tries to prove the infeasibility of the current partial solution when certain values are assigned to some variables or domains of possible values of the variables are restricted.

If an inconsistency of the set of constraints cannot be proven then the procedure tries to reduce the domain of possible values for the variables.

There exist many ILP models [Bea85, Pad00, BB07, BKRS09] for OPP-2 based on different representations of a feasible solution. Exact solution of OPP-2 in the above ILP formulations is difficult because of the weak LP bounds of some models [Pad00], quadratic number of intersection variables, and/or pseudo-polynomial number of position-indexed variables [Bea85, BB07] in some models.

**Modeling with rotations**

Rotation of items by 90° within (3.1)-(3.4) can by modeled by an introduction of binary variables $r_i, i \in I$ which indicate in case of $r_i = 1$ that item $i$ is rotated by 90°.
Chapter 3. Constraint Programming Approaches for Orthogonal Packing

3.1. Introduction

The resulting model is:

\[ x_i + w_i (1 - r_i) + h_i r_i \leq x_j \lor y_i + h_i (1 - r_i) + w_i r_i \leq y_j \quad (i, j) \in I \times I : i \neq j; \]

\[ 0 \leq x_i \leq W - w_i (1 - r_i) - h_i r_i, \quad i \in I; \]

\[ 0 \leq y_i \leq H - h_i (1 - r_i) - w_i r_i, \quad i \in I; \]

\[ x_i, y_i \in \mathbb{Z}_+, \quad i \in I. \]

\[ r_i \in \{0, 1\}, \quad i \in I. \]

Further in this paper we consider OPP without rotations.

3.1.2 Relaxations and bounds for OPP

In order to decide whether an instance of OPP is infeasible sometimes it is enough to solve a relaxation. These are of different kinds, i.e., volume bounds, dual-feasible functions (DFF) [CAVdC10a], conservative scales (CS) [FS04b, BKRS13], 1D bar relaxations [Sch99, BKRS09], and relaxations of ILP models. All of the mentioned bounds are discussed in [BKRS13].

Conservative scales (CS) are modified items sizes such that if the OPP instance is feasible then it is also feasible with the modified sizes. Thus, the volume bound for the modified instances is valid for the original instance. In fact, CS are valid inequalities for a certain 0-1 knapsack polyhedron.

Dual feasible functions (DFFs) produce a subset of CS [BKRS13]. The concept of DFF has been firstly used to obtain algorithmic lower bounds for bin packing problems [Lue83]. Most of the methods proposed for computing DFFs are polynomial and rely on known families of functions [CAVdC10a, CCM07, FS01, FS04b, CAVdC10b]. For the 2D problems, DFFs are rather weak [BKRS13] in contrast to 3D problems. So-called maximal CS cannot always be obtained by DFFs; corresponding methods are proposed in [BKRS13].

The 1D bar relaxation [Sch99, BKRS09] is a double relaxation of OPP-2. Firstly, we divide the container and items into 1D bars with unit thickness. Further we formulate the minimization problem over the number of used 1D bars which are needed to pack all the split items without repetition in a single bar. Secondly, we formulate a set-partitioning model of the above 1D problem, continuously relax it, and solve it by the column generation method [KZ51, GG61, GG63]. The 1D bar relaxation bound can be further strengthened [BKRS09] by the additional information, i.e., from a probing procedure which restricts the set of items combined in the bars.

Up to know, there were only few efforts to use the bar relaxation in an algorithm for OPP. In [BR13] the 1D bar relaxation bounds were integrated into a modified interval-graph algorithm from [FS04a]. The bound was also tightened in each dimension using the overlapping information from the graphs. This extended information was used in the column generation. The tightened bound was applied in every node of the branching tree.
3.1.3 Our contributions

In order to solve OPP we investigate and modify the state-of-the-art constraint programming approaches [CJM08, SO08, Sim08]. We compare some known branching strategies, e.g., contour, interval, disjunctive, and propose new dichotomy and intersection strategies, in Section 3.4. In Section 3.5 we propose new pruning rules based on the tightened 1D bar relaxations [Sch99, BKRS09] of various kinds, e.g., intervals, forbidden pairs, and an advanced bar relaxation. The input data for the bar relaxation is obtained from the local partial solution, the information from the constraint propagation procedure, and the relative positions of the items in the container. The final part of the paper reports numerical results and conclusion.

3.2 An overview of the algorithm of Clautiaux et al.

In this section we consider the algorithm of Clautiaux et al. [CJM08] and give some necessary definitions.

3.2.1 Basic definitions

Clautiaux et al. [CJM08] proposed an algorithm for OPP-2 which solves it as two scheduling problems. Let be given sets $A^W := \{A^W_1, \ldots, A^W_m\}$ and $A^H := \{A^H_1, \ldots, A^H_m\}$ of activities and two types of resources of $H$ and $W$ units. Each of the activities $A^d_i$ with $d \in \{W, H\}$ and $i \in \{1, \ldots, m\}$ has its time interval $[\text{start}^d_i, \text{end}^d_i)$ where the activity $A^d_i$ can occur. $\text{start}^d_i$ designates the earliest point of time where activity $A^d_i$ can start, and $\text{end}^d_i$ is the latest point of time where activity $A^d_i$ can end. Each activity $A^W_i \in A^W$, $A^H_i \in A^H$ has its level of consumption $h_i$ of the resource $H$, $w_i$ of the resource $W$, and durations $w_i$, $h_i$, respectively. A schedule is called continuous, if in the schedule each activity is not interrupted during the execution, and cumulative, if all activities are consuming the same resource. At every discrete point of time the resource capacity is limited by a certain value and must not be exceeded.

Let us now superpose each feasible start time point of the activity $A^W_i$ with the variables from $X$, and $A^H_i$ with the variables from $Y$ then $x_i \in [\text{start}^W_i, \text{end}^W_i-w_i] \cap Z = [\underline{x}_i, \overline{x}_i] \cap Z$ and $y_i \in [\text{start}^H_i, \text{end}^H_i-h_i] \cap Z = [\underline{y}_i, \overline{y}_i] \cap Z$, i.e., $[\underline{x}_i, \overline{x}_i]$ and $[\underline{y}_i, \overline{y}_i]$ are feasible domains for the variables. If we now assume that $\underline{x}_i = y_i := 0$, $\overline{x}_i := W - w_i$, $\overline{y}_i := H - h_i$ with $i \in I$, both schedules are cumulative and continuous, and if the constraints (3.1) for the variables from $X$ and $Y$ are satisfied then the model based on two scheduling problems connected through the constraints (3.1) is a feasible model of OPP [CJM08].

The formulation of OPP-2 modeled by two scheduling problems is solved by the branch-and-bound method, i.e., a branching tree $T := (V, E)$ is built. Two nodes $u, v \in V$ differ by the local set of branching restrictions. Based on the kind of branching restrictions, various branching strategies are possible.
3.2.2 Branching strategy

Let \( u \in V \) be a node of the branching tree \( T \). Node \( u \) is also called a subproblem. If a value is assigned to a variable then the variable is called fixed. Let

\[
\bar{I}_u^x := \{ i \in I : x_i \neq \overline{x}_i \}, \quad \bar{I}_u^y := \{ i \in I : y_i \neq \overline{y}_i \},
\]

be the index sets of the unfixed variables from \( X \) and \( Y \), respectively. Herewith, \( I_x^u := I \backslash \bar{I}_u^x \) and \( I_y^u := I \backslash \bar{I}_u^y \) are the index sets of fixed variables.

The original branching strategy [CJM08] is a two-step approach where the variables from \( X \) are fixed first, and the variables from \( Y \) are fixed next, see Algorithm 3.1. That means, if only \( \bar{I}_u^x = \emptyset \) then we start to branch on the variables from \( Y \).

An important issue is the selection of a branching variable from the unfixed ones, steps 1 and 2. It is based on the following observation. If we pack all the large items at first instead of packing all the items in an arbitrary order then we can rapidly obtain the inconsistency of the system (3.1)-(3.4), if any, because we do not lose much effort during the allocation of the small items.

As soon as a variable for branching is selected, it is fixed to the value which is equal to its lower bound (the first branch) or the lower bound for its domain is increased (the second branch), see step 4.

For describing the algorithm in a simpler way let us introduce the order of the variables, so \( x_i < x_j \iff i < j \) and \( y_i < y_j \iff i < j \) for \( i, j = 1, \ldots, m \).

Algorithm 3.1 (FixMin). Creation of two descendants of a node \( u \in V \) according to the original branching strategy [CJM08].

**Input data:** A node \( u \in V \).

**Output data:** Descendant nodes \( v_1, v_2 \).

1. If \( \bar{I}_u^x \neq \emptyset \) then set:

\[
\mathcal{P} := \{ x_i \in X : i \in \bar{I}_u^x, \ w_i h_i = \max \{ w_i h_i : i \in \bar{I}_u^x \} \},
\]

and goto step 3.

2. If \( \bar{I}_u^y \neq \emptyset \) then set:

\[
\mathcal{P} := \{ y_i \in Y : i \in \bar{I}_u^y, \ w_i h_i = \max \{ w_i h_i : i \in \bar{I}_u^y \} \},
\]

and goto step 3, else goto Exit.

3. Select the variable with the smallest lower bound for its domain and then with the lowest index:

\[
p := \min_{p \in \arg\min \{ \mathcal{P} : p \in \mathcal{P} \}} \{ p \}.
\]

4. Definition of the descendant nodes:

\[
v_1 : \mathcal{P} := p \ (\text{fixation of the variable});
\]

\[
v_2 : \mathcal{P} := p + 1 \ (p \ is \ fixed \ later).
\]
The following statement is true.

**Lemma 3.1.** The depth of the branching tree by FixMin is $O(m(W + H))$.

**Proof.** Each item is tried to be fixed in each feasible position in the $(0, x)$-direction, $mW$ possible variants, and in the $(0, y)$-direction, $mH$ possible variants. Since for each feasible position we have one branch then the depth of the branching tree is $O(m(W + H))$. \qed

## 3.3 Minor modifications

In this section we consider minor modifications of the original algorithm which are used either in each node of the branching tree as *raster points* and local preprocessing or only in the root node as an *initial preprocessing*. Let $E := (m, W, H, w, h)$ be an OPP-2 instance.

### 3.3.1 Raster points

It is often excessive to consider for a variable $p$ each point from its domain $[p, \overline{p}] \cap \mathbb{Z}$. For instance, if we have only three activities with the durations 4, 7, 9 then a schedule with the starting point 5 has never to be considered. The points which are of interest are called *raster points* [Sch08] and are calculated, e.g., for the $(0, x)$-direction as follows:

$$R_x(N) := \{0 \leq x \leq N : x = \sum_{i \in I} w_i a_i, \ a_i \in \{0, 1\}, \ i \in I\}.$$  

In the mentioned book, the author proposes an approach for a reduction of the number of raster points by the consideration of *reduced set* of raster points.

$$\tilde{R}_x(N) := \{\max\{k \in R_x(N) : k \leq N - r\} : r \in R_x(N)\}.$$  

In order to obtain raster points which are situated to the left and right of a point $\alpha$, let us consider the following definitions:

$$R_x(\alpha, N) := \max\{\beta \in \tilde{R}_x(N) : \beta \leq \alpha\}, \ \overline{R}_x(\alpha, N) := \min\{\beta \in \tilde{R}_x(N) : \beta \geq \alpha\}$$

Similarly, we define $R_y(\alpha, N)$ and $\overline{R}_y(\alpha, N)$ for the $(0, y)$-direction. Let designate $R_x(\alpha) := R_x(\alpha, W)$ and $R_y(\beta) := R_y(\beta, H)$.

Further we propose some branching strategies and pruning approaches which use raster points and a reduced set of raster points, see Sections 3.4.1, 3.4.2, 3.4.3, 3.4.8.

### 3.3.2 Initial preprocessing

The procedure of an *initial preprocessing* is performed only once for the root node. The idea of the procedure is to eliminate some symmetrical and equivalent solutions which satisfy the constraints (3.1)-(3.4). The results of the procedure are additional
constraints which are appended to the model (3.1)-(3.4) or replace some of its con-
straints. A similar procedure was proposed in [MMBS11] for the 1D contiguous bin
packing problem (CBPP-1). For further restrictions refer to papers [BM03, CCM07].

In order to eliminate the solutions which are obtained through the symmetry over
the vertical and horizontal lines going over the geometrical center of the container we
apply:

\[
x_i^* \leq \left\lfloor \frac{W - w_i^*}{2} \right\rfloor + 1, \quad y_i^* \leq \left\lfloor \frac{H - h_i^*}{2} \right\rfloor + 1, \quad i^* := \min\{i \in Q\},
\]

where \( Q := \{i \in I : w_i h_i = \max\{w_k h_k : k \in I\}\} \) is the set of the item indexes with
the largest area. Herewith, according to the FixMin strategy the item \( i^* \) is fixed first,
see steps 1 and 3 of Algorithm 3.1. This fact will be used in Section 3.5.3.

Let

\[
F_x := \{(i,j) \in I \times I : i < j, w_i + w_j > W\},
F_y := \{(i,j) \in I \times I : i < j, h_i + h_j > H\}
\]

be the sets of item pairs which do not fit together over the \((0,x)\)-, and \((0,y)\)-directions,
respectively. Then instead of (3.1), the following constraints are applied:

\[
x_i + w_i \leq x_j \lor x_j + w_j \leq x_i, \quad (i,j) \in F_y; \quad (3.10)
y_i + h_i \leq y_j \lor y_j + h_j \leq y_i, \quad (i,j) \in F_x; \quad (3.11)
x_i + w_i \leq x_j \lor x_j + w_j \leq x_i \lor
y_i + h_i \leq y_j \lor y_j + h_j \leq y_i, \quad (i,j) \in (I \times I) \backslash (F_x \cup F_y) : \ i < j. \quad (3.12)
\]

If two items \( i \) and \( j \) are identical, i.e., \( w_i = w_j \) and \( h_i = h_j \) then we apply the
following constraints:

\[
x_i < x_j \lor
x_i = x_j \land y_i + h_i \leq y_j, \quad (i,j) \in I \times I : \ i < j, \ w_i = w_j, \ h_i = h_j.
\]

Instead of (3.2) and (3.3), the following constraints are applied:

\[
0 \leq x_i \leq R_x(W - w_i), \quad i \in I; \quad (3.13)
0 \leq y_i \leq R_y(H - h_i), \quad i \in I. \quad (3.14)
\]

### 3.3.3 Local preprocessing

This type of the preprocessing is performed for each node of the branching tree. The
main idea is to reduce the domain of the variables to a possibly small size. In terms of
the constraint programming paradigm the local preprocessing is called \textit{constraint prop-
agation} [Apt03]. Since for the solution of our model we use ILOG CP (see Section 3.6
for further details), the local preprocessing is done automatically for each node of
the branching tree after its creation.
3.4 New branching strategies

In this section we review some known and propose new strategies which are based on different principles. First group of the branching strategies fixes coordinates of the items or divides the domain of the variables. The other group branches on the mutual positions of the items, e.g., overlapping relations. The description of the new strategies uses notations from Sections 3.1, 3.2. For a numerical study of the strategies, refer to Section 3.6.

Strategies FIXMIN, FIXMINR, and CONTOUR from this section fix a variable or increase the lower bound of its domain in each branch. In that case we will use the notation of a contour and a block-structure. The related but different notions of the contour were proposed in [Sch95] for 2D packing layouts. Let \( u \in V \) be a node of the branching tree and \( I_x^u(t) := \{ i \in I_x^u : t \in [x_i, x_i + w_i] \} \) be the item set with the fixed \( x \)-coordinate whose \( x \)-projection intersects a given point \( t \in [0, W) \).

**Definition 3.1.** The \( X \)-contour \( C_x^u \) corresponding to a node \( u \in V \) is the graph of the function:

\[
C_x^u(t) := \sum_{i \in I_x^u(t)} h_i, \quad t \in [0, W).
\]

The \( C_x^u(t) \) is a step function with, in general, some discontinuity points in \((0, W)\). Let the ordered sequence \( \{ \chi_k^u \}_{k=1}^{q_x^u+1} \) contain exactly all the discontinuity points and the border values, such that \( 0 = \chi_1^u \leq \chi_2^u \leq \ldots \leq \chi_{q_x^u+1}^u = W \), i.e.,

\[
\lim_{t \to \chi_k^u-0} C_x^u(t) \neq \lim_{t \to \chi_k^u+0} C_x^u(t) = C_x^u(\chi_k^u), \quad k \in \{2, \ldots, q_x^u\},
\]

where \( q_x^u + 1 \) is the number of jump discontinuity points in \((0, W)\) plus two border points. For convenience, let

\[
C_x^u(W) := \lim_{t \to W-0} C_x^u(t).
\]

**Definition 3.2.** If \( C(\chi_k^u) > C(\chi_{k+1}^u) \), \( \forall k \in Q_x^u := \{1, \ldots, q_x^u\} \) then the \( X \)-contour is called monotonically decreasing or monotone.

**Remark 3.1.** Similarly, we define the \( Y \)-contour \( C_y^u \) corresponding to a node \( u \in V \).

Assigned to an interval \([\chi_k^u, \chi_{k+1}^u]\) with \( k \in Q_x^u \) we define a vertical block as the rectangle \([\chi_k^u, \chi_{k+1}^u] \times [0, H]\) lying above \( C_x^u \), see Figure 3.7.

**Definition 3.3.** The \( k \)-th block corresponding to a contour \( C_x^u \) is the rectangle \([\chi_k^u, \chi_{k+1}^u] \times [C_x^u(\chi_k^u), H]\), denoted by \((\chi_k^u, \lambda_k^u, \rho_k^u)\) where \( \lambda_k^u = H - C_x^u(\chi_k^u) \), and \( \rho_k^u = \chi_{k+1}^u - \chi_k^u \).

In terms of scheduling, the \( k \)-th block represents the non-used resource during the period \([\chi_k^u, \chi_{k+1}^u]\). Papers [BSM08, MMBS11] define a related notion of a slice describing the complete layout in the period \([\chi_k^u, \chi_{k+1}^u]\). Here a block is a part of a slice.
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3.4. New branching strategies

Definition 3.4. The sequence of the vertical blocks \( \{(\chi^v_k, \lambda^v_k, \rho^v_k)\}_{k=1}^{q_u} \) is called the vertical block-structure corresponding to a contour \( C^u_x \) and is denoted by \( S^u_{||}(u) \).

Remark 3.2. Similarly, we define the horizontal block-structure \( S^u_{\|}(u) \) consisting of the horizontal blocks \( \{(\chi^h_k, \lambda^h_k, \rho^h_k)\}_{k=1}^{q_u} \) corresponding to a contour \( C^u_y \).

In the strategies Dichotomy and Interval we change the lower and the upper bounds for the domain of a variable to branch. A principally different strategy is Disjunctive. In every branch we fix a mutual item position.

3.4.1 Original branching strategy with raster points

Here we try to heuristically reduce the large branching depth of the FixMIN strategy caused by choosing individual values for the variables. For that purpose we bring the reduced set of raster points from Section 3.3.1 into FixMIN.

In the proposed strategy we change step 4 of Algorithm 3.2 as follows. While a node \( u \in V \) of the branching tree is processed, two descendant nodes are created where in the second descendant \( v_2 \) we set the lower bound for the variable domain to the next raster point, see Algorithm 3.2.

Let the type of a variable \( p \in X \cup Y \) be determined in the following algorithms by

\[
d(p) := \begin{cases} 
  x, & \text{if } p \in X; \\
  y, & \text{if } p \in Y. 
\end{cases}
\]

Algorithm 3.2 (FixMINR). Creation of two descendants of a node \( u \in V \) according to the improved FixMIN.

Input data: A node \( u \in V \).

Output data: Descendant nodes \( v_1, v_2 \).

(1-3) Same as in Algorithm 3.1.

(4) Definition of the descendant nodes:

\[ v_1: \text{Same as in Algorithm 3.1}; \]
\[ v_2: p := R_{d(p)}(p + 1) \ (p \text{ is fixed later}). \]

The worst case depth of the branching tree by FixMINR remains the same as by FixMIN.

Remark 3.3. The X-contour generated by FixMIN and FixMINR is, in general, non-monotonic.

3.4.2 Contour branching strategy

Here we propose a branching strategy which is a modification of the contour concept [Sch95, MMV03] for the 1D case. This approach is a classical branching strategy, a modification of which was used in the algorithm [MMBS11] for the solution of CBPP-1.
Similarly to FixMin and FixMinR, the approach starts to fix the variables from \( X \). After all variables from \( X \) are fixed, the approach omits the information concerning the fixed variables from \( X \), and fixes the variables from \( Y \), see Algorithm 3.3.

The strategy sequentially builds a contour. On each step we select the earliest block in which at least one item from the unfixed ones can be fixed. Further we decide which item is fixed within the block (one node for each choice). Additionally, we create a node in which we demand that none of the unfixed items is fixed within the selected block, see step 3 of Algorithm 3.3.

Algorithm 3.3 (Contour). Creation of descendants of a node \( u \in V \) according to the contour principle.

Input data: A node \( u \in V \), block-structures \( S_x^\parallel(u), S_y^\parallel(u) \).

Output data: Descendant nodes \( v_0, \ldots, v_n \).

1. If \( \bar{I}_x^u \neq \emptyset \) then set:
   \[
   k^* := \arg\min \{ \chi_{k}^x \mid \exists i \in \bar{I}_x^u, \, h_i \leq \lambda_{k}^x \}, \quad \mathcal{P} := \{ x_i \in X : \, h_i \leq \lambda_{k}^x \}.
   \]
   goto step 3.

2. If \( \bar{I}_y^u \neq \emptyset \) then set:
   \[
   k^* := \arg\min \{ \chi_{k}^y \mid \exists i \in \bar{I}_y^u, \, w_i \leq \lambda_{k}^y \}, \quad \mathcal{P} := \{ y_i \in Y : \, w_i \leq \lambda_{k}^y \}.
   \]
   goto step 3, else Exit.

3. Definition of the descendant nodes:
   \[
   v_0: \forall p \in \mathcal{P} \text{ set } p := \overline{R_{d(p)}(\chi_{k}^{d(p)} + 1)}.
   \]
   For \( j = 1, \ldots, |\mathcal{P}| \):
   \[
   v_j: \overline{p} = p := \chi_{k}^{d(p)}.
   \]

Some papers [Sch95, MMBS11] discuss anti-symmetry rules for Contour in order to eliminate vertical and horizontal equivalent solutions, also with respect to identical items, etc. Here we do not use them.

Lemma 3.2. The depth of the branching tree by Contour is \( O(m) \).

Proof. On each depth one item is fixed. Thus, the depth of the tree is \( O(m) \).

Remark 3.4. The contour generated by Contour is monotone.

3.4.3 Dichotomy

Here we propose a new branching strategy. The idea is to obtain a well balanced and a small branching tree. Now, instead of checking each coordinate value from the domain as by FixMin we try to divide the domain of a branching variable into two intervals.

First of all, on each step we select a variable to branch. Here we either select the variable as by FixMin or select the variable with the biggest domain over the unfixed ones which results in two different approaches, see step 3 of Algorithm 3.4. If a variable \( g \) is selected, two branches are created where \( g \) is restricted to the first half or to the second half of the interval \([\underline{g}, \overline{g}]\), see step 4.
Algorithm 3.4 (Dichotomy). Creation of two descendants of a node \( u \in V \) according to the dichotomy principle.

Input data: A node \( u \in V \).
Output data: Descendant nodes \( v_1, v_2 \).

1-2) Same as in Algorithm 3.1.

3) **Dichotomy (coordinate):** Step 3 of Algorithm 3.1.

**Dichotomy (interval):** Select the variable with the biggest domain and then with the lowest index:

\[ p := \min \{ p \in \arg\max \{ \bar{p} - p : p \in \mathcal{P} \} \}. \]

4) Definition of the descendant nodes:

\[ v_1 : \bar{p} := R_d(p)(\lfloor \frac{p + \bar{p}}{2} \rfloor); \quad v_2 : p := R_d(p)(\lfloor \frac{p + \bar{p}}{2} \rfloor + 1). \]

**Lemma 3.3.** The depth of the branching tree by Dichotomy is \( O(m(\log W + \log H)) \).

Proof. Each item is tried to be fixed in every interval after division in half. The depth of the branching subtree for an item \( i \in I \) is equal to the number of divisions in the \((0,x)\)-direction of the interval \( \bar{x}_i - x_i \) which is equal in the worst case to \( W \), and \( H \) in the \((0,y)\)-direction. Since the number of divisions of \( W \) is \( \log W \) (for \( H \) is \( \log H \)) and these divisions are done for each item \( i \in I \) then the depth is \( O(m(\log W + \log H)) \).

3.4.4 Interval

In [SO08, Sim08] different strategies are discussed. The combination of the naive and the xtheny strategies from the paper yields the FixMin strategy. The most successful approach according to that paper is the interval strategy. It was firstly proposed in [BCDP11] for the perfect square packing problem.

The interval strategy consists in splitting of the domain of the variables from \( X \) into intervals then fixing the values for them, followed by splitting the domain of the variables from \( Y \), and finally fixing the values for them. The splitting of the domain for a variable depends on the size of the corresponding item. It should be chosen small enough so that a mandatory part of the item occurs in each interval. In the original interval strategy, one third of the item size occurring obligatory in one of the split intervals, yields the best results [Sim08]. In comparison to interval, here we use Dichotomy when the intervals are too small to be split, see steps 1 and 2 of Algorithm 3.5.

Algorithm 3.5 (Interval). Creation of descendants of a node \( u \in V \) according to interval principle [Sim08].

Input data: A node \( u \in V \), a ratio \( r \) (here and further \( r = 0.3 \)).
Output data: Descendant nodes \( v_0, \ldots, v_n \).
This strategy is based neither on the coordinate interval division nor on the assignment of coordinate variables as before. It is principally another strategy which iteratively fixes the set of all possible mutual positions for a pair of items.

Let \( l, r, b, t \in \mathbb{N} \) be such that \( l < r < b < t \) and \( R_{ij} \subseteq \{l, r, b, t\} \) be the set which represents the possible mutual locations of items \( i, j \in I \) with \( i < j \), i.e.,

\[
R_{ij} = \{l\} \iff x_i + w_i \leq x_j, \quad R_{ij} = \{r\} \iff x_j + w_j \leq x_i, \\
R_{ij} = \{b\} \iff \begin{cases} x_i + w_i > x_j, \\ x_j + w_j > x_i, \\ y_i + h_i \leq y_j \end{cases}, \quad R_{ij} = \{t\} \iff \begin{cases} x_i + w_i > x_j, \\ x_j + w_j > x_i, \\ y_j + h_j \leq y_i \end{cases}.
\]

In Figure 3.1a we see the dimensions of an item \( j \). Figures 3.1b-3.1e show by the hatched areas the feasible locations of the left-bottom corner of the item \( j \) for \( R_{ij} = l, r, b, t \), respectively. Now, we associate with each node \( u \in V \) the set \( R(u) := \{R_{ij} : i < j, i, j \in I\} \) of relations for the item pairs.
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3.4. New branching strategies

(a) Item $j$

(b) $R_{ij} = \{ l \}$

(c) $R_{ij} = \{ r \}$

(d) $R_{ij} = \{ b \}$

(e) $R_{ij} = \{ t \}$

Figure 3.1: Mutual locations of the items $i$ and $j$. The areas where the left-bottom arrangement point of the item $j$ can be allocated are marked by hatching.

In order to prioritize item pairs selected for branching let us introduce a pair ordering denoted by the symbol $\sqsupset$. Suppose $(p, q), (r, k) \in I \times I$: $p < q$ and $r < k$. So, $(p, q) \sqsupset (r, k)$, iff $w_ph_p > w_rh_r \lor (w_ph_p = w_rh_r \land w_qh_q > w_kh_k) \lor (w_ph_p = w_rh_r \land w_qh_q = w_kh_k \land p < r)$.

The main idea of the disjunctive strategy [Sim08] is to fix a relation for every item pair, see Algorithm 3.6. After a pair is selected, see steps 1 and 2, we select a relation to fix for this pair, step 3. At last, when every item pair got a relation, a packing layout (item coordinates) can be computed. If the items lie within the container bounds then the layout is feasible.

Algorithm 3.6 (Disjunctive). Creation of two descendants of a node $u \in V$ according to the disjunctive principle.

Input data: A node $u \in V$.

Output data: Descendant nodes $v_1, v_2$.

1. If $\exists R_{ij} \in R(u) : |R_{ij}| > 1$ then set:

   $P := \{(i, j) \in I \times I : i < j, |R_{ij}| > 1\}$,

   else goto Exit.

2. Select the pair to branch:

   $(i, j) := \min \{ (i, j) : (i, j) \in P \}$.

3. Definition of the descendant nodes:

   Set $f := \min \{ k : k \in R_{ij}, R_{ij} \subseteq R(u) \}$ (note that we assume the ordering $l < r < b < t$). Create:

   $v_1 : R(v_1) := R(u) \land R_{ij} = \{ f \}; \quad v_2 : R(v_2) := R(u) \land R_{ij} = R_{ij} \setminus \{ f \}$.

Once we have fixed all mutual locations of the items, the domain of variables from $X, Y$ can still contain not just a single value. It depends on the quality of the local preprocessing procedure, see Section 3.3.3. Note that the local preprocessing procedure is performed for every node after its creation. Several values of a variable from $X, Y$ can also be feasible for the model. In our case after all relations are fixed we do not branch variables $X, Y$ to a single value.

The following statement is true.
3.4. New branching strategies

\[ R_{ij} = \{l, r, b, t\} \]

\[ R_{ij} = \{l\} \]

\[ R_{ij} = \{r, b, t\} \]

\[ R_{ij} = \{r\} \]

\[ R_{ij} = \{b, t\} \]

\[ R_{ij} = \{b\} \]

\[ R_{ij} = \{t\} \]

Figure 3.2: Binary branching tree corresponding to Disjunctive.

**Theorem 3.5.** If \( \forall i, j \in I : i < j, |R_{ij}| = 1 \) and the system (3.1)-(3.4) holds then the corresponding OPP-2 instance is feasible.

**Lemma 3.6.** The depth of the branching tree by Disjunctive is \( O(m^2) \).

**Proof.** On each depth of the branching tree we fix one of the constant number of relations for a pair of items. Herewith, the depth of the tree is not larger than the number of pairs, \( O(m^2) \).

### 3.4.6 Partition

As we can see at the Disjunctive strategy the decision that the projections of two items are partitioned over the \((0, x)\)-, or over the \((0, y)\)-direction is made only in the depth of the branches. In some cases it would be better to assert the disjoint state of the items over one of the axis at first steps. The decision that projections of the items are disjoint can help, e.g., to strength some of the pruning rules as, i.e., LP-pair (for the pruning rules refer to Section 3.5).

Let \( p_x, p_y, l, r, b, t \in \mathbb{N} \) and \( R_{ij} \subseteq \{p_x, p_y, l, r, b, t\} \) be the set which represents the possible mutual locations of items \( i, j \in I \) with \( i < j \), i.e.,

\[ R_{ij} = \{p_x\} \Leftrightarrow \begin{cases} x_i + w_i \leq x_j, \\ x_j + w_j \leq x_i, \end{cases} \quad R_{ij} = \{p_y\} \Leftrightarrow \begin{cases} y_i + h_i \leq y_j, \\ y_j + h_j \leq y_i, \end{cases} \]

\[ R_{ij} = \{l\} \Leftrightarrow x_i + w_i \leq x_j, \quad R_{ij} = \{r\} \Leftrightarrow x_j + w_j \leq x_i, \]

\[ R_{ij} = \{b\} \Leftrightarrow y_i + h_i \leq y_j, \quad R_{ij} = \{t\} \Leftrightarrow y_j + h_j \leq y_i. \]

In Figure 3.3 we show by the hatched areas the feasible locations of the left-bottom arrangement point of the item \( j \) for \( R_{ij} = p_x, p_y, l, r, b, t \), respectively. Now we associate with each node \( u \in V \) the set \( R(u) := \{R_{ij} : i < j, i, j \in I\} \) of relations for the item pairs. The item pairs have an ordering relation defined by \( \sqsubseteq \) as in Section 3.4.5.

Let \( \mathcal{R} := \{R \subseteq \{p_x, p_y, l, r, b, t\} : |R| > 1 \lor R = \{p_x\} \lor R = \{p_y\}\} \) be the set of all item sets with no or \( p_x-p_y \) fixed relations. The main idea of the partition strategy is to decide at first steps that projections of two items without a fixed relation are disjoint over one of the axis, see Algorithm 3.7. After a pair is selected, see steps 1 and 2, we assert that the projections of the item pair do not overlap over the \((0, x)\)-direction,
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\[ W - w_j \quad x_i - w_j \quad x_i - w_j \quad x_i - w_j \]

(a) \( R_{ij} = \{ p_x \} \)  
(b) \( R_{ij} = \{ p_y \} \)  
(c) \( R_{ij} = \{ b \} \)  
(d) \( R_{ij} = \{ t \} \)

Figure 3.3: Possible mutual locations of the items \( i \) and \( j \) according to \textsc{Partition}.

The areas where the left-bottom arrangement point of the item \( j \) can be allocated are marked by hatching. The size of the item \( j \) is depicted in Figure 3.1a. \( R_{ij} = \{ l \} \) and \( R_{ij} = \{ r \} \) are depicted in Figure 3.1b and 3.1c.

the first branch, or over the \((0, y)\)-direction, the second branch. When this decision is made, the further partition is followed in the leafs, see step 3.

\textbf{Algorithm 3.7 (Partition).} Creation of two descendants of a node \( u \in V \) according to the partition principle.

\textbf{Input data:} A node \( u \in V \).

\textbf{Output data:} Descendant nodes \( v_1, v_2 \).

(1) If \( \exists R_{ij} \in R(u): R_{ij} \in \mathcal{R} \) then set:

\[ \mathcal{P} := \{ (i, j) \in I \times I: i < j, R_{ij} \in \mathcal{R} \}, \]

else goto Exit.

(2) Selection of the pair to branch:

\[ (i, j) := \min \{ (i, j) \in \mathcal{P} \}. \]

(3) Definition of the descendant nodes:

If \( \{ p_x, p_y \} \subseteq R_{ij} \) then

\[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ p_x \}; \]
\[ v_2 : R(v_2) := R(u) \land R_{ij} = \{ p_y \}. \]

If \( R_{ij} = \{ p_x \} \) then:

\[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ l \}; \]
\[ v_2 : R(v_2) := R(u) \land R_{ij} = \{ r \}. \]

If \( R_{ij} = \{ p_y \} \) then:

\[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ b \}; \]
\[ v_2 : R(v_2) := R(u) \land R_{ij} = \{ t \}. \]

For the binary branching tree of the \textsc{Partition} refer to Figure 3.4. The following statement is true.

\textbf{Theorem 3.7.} If \( \forall i, j \in I: i < j \), \( |R_{ij}| = 1 \) and the system (3.1)-(3.4) holds then the corresponding OPP-2 instance is feasible.

\textbf{Lemma 3.8.} The depth of the branching tree by \textsc{Partition} is \( O(m^2) \).

\textit{Proof.} We fix at most six relations for every pair which make in sum \( 6m^2 \) branches. Herewith the depth of the tree is \( O(m^2) \).
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3.4. New branching strategies

\[ R_{ij} = \{p_x, p_y, l, r, b, t\} \]

\[ R_{ij} = \{p_x\} \]

\[ R_{ij} = \{p_y\} \]

Figure 3.4: Binary branching tree corresponding to PARTITION.

3.4.7 Intersection

In contrast to PARTITION here we propose a branching strategy where we decide whether an item pair projection intersects one of the axis.

Let \( i_x, \tilde{i}_x, i_y, \tilde{i}_y, l, r, b, t \in N \) and \( R_{ij} \subseteq \{i_x, \tilde{i}_x, i_y, \tilde{i}_y, l, r, b, t\} \) be the set which represents the possible mutual locations of items \( i, j \in I \) with \( i < j \), i.e.,

\[
R_{ij} = \{i_x\} \iff \begin{cases} x_i < x_j + w_j, \\ x_j < x_i + w_i. \end{cases} \\
R_{ij} = \{\tilde{i}_x\} \iff \begin{cases} x_i + w_i \leq x_j, \\ x_j + w_j \leq x_i. \end{cases} \\
R_{ij} = \{i_y\} \iff \begin{cases} y_i < y_j + h_j, \\ y_j < y_i + h_i. \end{cases} \\
R_{ij} = \{\tilde{i}_y\} \iff \begin{cases} y_i + h_i \leq y_j, \\ y_j + h_j \leq y_i. \end{cases}
\]

The other mutual positions of the items corresponding to \( R_{ij} = \{l\}, \{r\}, \{b\}, \{t\} \) is the same as in PARTITION, see Section 3.4.6.

Figure 3.5 shows by the hatched areas the feasible locations of the left-bottom arrangement point of the item \( j \) for \( R_{ij} = \{i_x\}, \{\tilde{i}_x\}, \{i_y\}, \{\tilde{i}_y\} \), respectively. For the other values of \( R_{ij} \) refer to Figure 3.3. Now we associate with each node \( u \in V \) the set \( R(u) = \{R_{ij} : i < j, i, j \in I\} \) of relations for the item pairs. The item pairs have an ordering relation defined by \( \sqsupset \) as in Section 3.4.5.

Figure 3.5: Possible mutual locations of items \( i \) and \( j \) according to INTERSECTION. The areas where the left-bottom arrangement point of item \( j \) can be allocated are marked by hatching. Item \( j \) size is depicted in Figure 3.1a. \( R_{ij} = \{l\}, R_{ij} = \{r\} \) are depicted in Figure 3.1b and 3.1c, \( R_{ij} = \{b\}, R_{ij} = \{t\} \) are depicted in Figure 3.3c and 3.3d.
Let
\[ R = \{ R \subseteq \{ i_x, \bar{i}_x, i_y, \bar{i}_y, l, r, b, t \} : |R| > 1 \lor R = \{ i_x \} \lor R = \{ i_y \} \lor R = \{ \bar{i}_x \} \lor R = \{ \bar{i}_y \} \} \]
be the set of all item sets with no or one of \( i_x, \bar{i}_x, i_y \) or \( \bar{i}_y \) fixed relations. The main idea of the partition strategy is to decide at first steps that projections of two items without fixed relations overlap over one of the axes, see Algorithm 3.8.

**Algorithm 3.8 (INTERSECTION).** Creation of two descendants of a node \( u \in V \) according to the partition principle.

*Input data: A node \( u \in V \).*

*Output data: Descendant nodes \( v_1, v_2 \).*

1. If \( \exists R_{ij} \in R(u) : R_{ij} \in R \) then set:
   \[ \mathcal{P} := \{(i, j) \in I \times I : i < j, R_{ij} \in R \}, \]
   else goto Exit.

2. Selection of the pair to branch:
   \[ (i, j) := \min_{(i, j) \in \mathcal{P}} \{(i, j) : (i, j) \in \mathcal{P} \}. \]

3. Definition of the descendant nodes:
   If \( \{i_x, \bar{i}_x\} \subset R_{ij} \) then:
   \[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ i_x \}; \quad v_2 : R(v_2) := R(u) \land R_{ij} = \{ \bar{i}_x \}. \]
   If \( R_{ij} = \{i_x\} \) then:
   \[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ b \}; \quad v_2 : R(v_2) := R(u) \land R_{ij} = \{ t \}. \]
   If \( R_{ij} = \{i_y\} \) then:
   \[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ i_y \}; \quad v_2 : R(v_2) := R(u) \land R_{ij} = \{ \bar{i}_y \}. \]
   If \( R_{ij} = \{i_y\} \) then:
   \[ v_1 : R(v_1) := R(u) \land R_{ij} = \{ l \}; \quad v_2 : R(v_2) := R(u) \land R_{ij} = \{ r \}. \]

For the binary branching tree of the INTERSECTION refer to Figure 3.6. The following statement is true.

**Theorem 3.9.** If \( \forall i, j \in I : i < j \land |R_{ij}| = 1 \) and the system (3.1)-(3.4) holds then the corresponding OPP-2 instance is feasible.

**Lemma 3.10.** The depth of the branching tree by PARTITION is \( O(m^2) \).

*Proof.* We fix at most six relations for every pair which make in sum 6m^2 branches. Herewith the depth of the tree is \( O(m^2) \).
3.4. New branching strategies

\[ R_{ij} = \{ i_x, \bar{i}_x, i_y, \bar{i}_y, l, r, b, t \} \]

\[ R_{ij} = \{ i_x \} \]

\[ R_{ij} = \{ b \} \]

\[ R_{ij} = \{ t \} \]

\[ R_{ij} = \{ l \} \]

\[ R_{ij} = \{ i_y \} \]

\[ R_{ij} = \{ \bar{i}_y \} \]

\[ R_{ij} = \{ r \} \]

\[ R_{ij} = \{ \} \]

Figure 3.6: Binary branching tree corresponding to INTERSECTION.

3.4.8 Solution search of SPP-2

An SPP-2 instance is solved using the corresponding OPP-2 instances. We fix the width of the OPP-2 container and vary its height. The OPP-2 instance with the container height equal to a known upper bound is feasible. Once an OPP-2 instance with the container height \( h \) is feasible and the OPP-2 instance with the next possible smaller container height is not then \( h \) is the optimal value.

Since DISJUNCTIVE brings very good results for feasible instances, see Sections 3.6.1 and 3.6.2 then it is better to have a strategy which searches for an optimum from an upper bound downwards. So each of instances \((W, \gamma, m, w, h)\) with \( \gamma = \bar{H}, \ldots, H_{opt} \) is feasible except the last one with the height equal to \( \max \{ r \in R_y(\bar{H}) : r \leq H_{opt} - 1 \} \) which is infeasible, see Algorithm 3.9.

**Algorithm 3.9 (OPTDOWNWARDS).** Solution search of SPP-2 based on OPP-2 downwards from an upper bound.

*Input data:* An SPP-2 instance \((W, m, w, h)\), upper bound \( \bar{H} \).

*Output data:* optimal value \( H_{opt} \).

(1) Set \( \beta := \bar{H} \).

(2) Set \( \gamma := \max \{ r \in R_y(\bar{H}) : r \leq \beta - 1 \} \). If the OPP-2 instance \((W, \gamma, m, w, h)\) is feasible then set \( \beta := \gamma \) and goto 2, else set \( H_{opt} := \beta \) and goto Exit.

For the other branching strategies which work equally for the feasible and unfeasible OPP-2 instances as well, we apply the dichotomy principle in order to increase the efficiency of the search. The idea is similar to that from Section 3.4.5.

The approach works as follows. We have the interval from a lower to an upper bound for the optimal height of the container. We divide this interval in two and obtain a new value of the height by that. Further we test whether the items fit into the container with the new height. If so then the value of the current height of the container is the new upper bound, otherwise the new lower bound. The process is performed until the difference between the lower and the upper bounds becomes 1, see
Algorithm 3.10. For the solution of the OPP-2 instances \((W, \gamma, m, w, h)\) we can use one of the described approaches from Section 3.4.

**Algorithm 3.10 (OPTDICHOTOMY).** Solution search of SPP-2 based on OPP-2 using dichotomy principle.

**Input data:** An SPP-2 instance \((W, m, w, h)\), a lower \(H\) and an upper \(\overline{H}\) bounds.

**Output data:** optimal value \(H_{\text{opt}}\).

1. Set \(\alpha := H - 1\), \(\beta := \overline{H}\).
2. If \(\beta - \alpha = 1\) then \(H_{\text{opt}} := \beta\) and goto Exit. Set \(\gamma := \max\{r \in R_y(\overline{H}) : r \leq \left\lceil \frac{\alpha + \beta}{2} \right\rceil\}\).
   If the OPP-2 instance \((W, \gamma, m, w, h)\) is feasible then set \(\beta := \gamma\), else \(\alpha := \gamma\), and goto 2.

**Remark 3.5.** If we stop the optimization process considering, i.e., the time limit, then the value of \(\beta\) will be an improved upper bound.

### 3.5 Advanced constraint propagation

In this section we consider different LP-based approaches for the nodes of the branching tree in order to reduce the search process. Every LP-based approach constructs a relaxation by the 1D bin packing problem and then its Dantzig-Wolfe decomposition.

One group of the approaches from this section, LP1a and LP1b, uses only information concerning the \(x\)-coordinates of the fixed items from \(I^u_x\). The second group, LP-int, is tightened by the information concerning the domain of the coordinate variables which results from the constraint propagation procedure. The third group, LP1c, LP-pair, LP-int-pair, uses the information concerning the overlapping of item projections on the axes. The fourth group, LP-advanced, improves the first group through extra connecting constraints.

#### 3.5.1 Vertical bar relaxation (LP1a)

Here we propose a pruning rule which uses the information concerning the coordinates of the fixed items. Herewith, it can be used especially with the branching strategies which produce a contour, i.e., FIXMIN, FIXMINR, CONTOUR.

Let us consider the partial solution in Figure 3.7 which corresponds to a node \(u \in V\). Items from \(I^u_x\) with the fixed \(x\)-coordinates give us the information concerning the \(X\)-contour. Based on the \(X\)-contour we build the corresponding block-structure \(S^u_x(u)\) which was defined in Section 3.4. The items \(\tilde{I}^u_x\) are not fixed but we know the intervals in which they can be fixed. For the LP1a approach we omit the latter information.

The input information for the 1D bar relaxation is constructed as follows. Each block \((\chi_k^x, \lambda_k^x, \rho_k^x)\) with \(k \in Q^u_x\) is considered as a set of bins with length \(\lambda_k^x\) and quantity \(\rho_k^x\). In addition to the obtained bins, we also consider one extra type 0 of bins with \(\chi_0^x := W\), \(\lambda_0^x := H\), \(\rho_0^x := \infty\). In the 2D case each 2D item has a certain geometrical location. Here we relax this condition and consider instead of 2D items 1D items with lengths \(h_i\) and quantities \(w_i\) where \(i \in I^u_x\) and \(I^u_x\) is the index set of the unfixed items.
3.5. Advanced constraint propagation

(a) Feasible 2D packing

(b) X-contour

Figure 3.7: Vertical bar relaxation of the partial solution in the \((0,x)\)-direction corresponding to a node \(u \in V\). Items from \(I^u_x = \{1,2,3\}\) are marked by hatching. There exist blocks \(\{(x^x_k, \lambda^x_k, \rho^x_k)\}\) with \(k = 1,\ldots,4\).

The 1D vertical bar relaxation can be described as follows. In order to describe a packing of the bins with the obtained items let us introduce vertical packing patterns in the following manner. For each 1D bin of type \(k \in Q^x_u \cup \{0\}\) let \(J^x_k\) denote the index set of all binary vectors \(a^{j^k} := (a^{j^k}_1, \ldots, a^{j^k}_m) \in \{0,1\}^m\) with

\[
a^{j^k}_i = 0, \quad \forall i \in I^u_x, \quad \sum_{i \in I^u_x} h_i a^{j^k}_i \leq \lambda^x_k, \quad j \in J^x_k, \tag{3.15}
\]

where the \(i\)-th component \(a^{j^k}_i\) of the vector \(a^{j^k}\) in the case of \(a^{j^k}_i = 1\) indicates the \(j\)-th pattern of type \(k\) which contains one 1D item of type \(i \in I\). Whether item \(i\)'s \(x\)-coordinate is fixed, is indicated in the following model by

\[
\delta_i = \begin{cases} 
0, & \text{if } i \in I^u_x, \\
1, & \text{if } i \in \bar{I}^u_x.
\end{cases}
\]

The main idea of the approach consists in minimizing the number of used bins of type 0. If at least a small part of that type of the bins is used then there exists no packing of the residual items \(\bar{I}^u_x\) which fit into the container.

Let us formulate the following continuous relaxation of the set-partitioning model \cite{KZ51, GG61, GG63} of the 1D multiple-capacity bin packing problem\(^1\) (MCBPP-1) on vectors (3.15) and variables \(x^{j^k}\) with \(j \in J^x_k\) and \(k \in Q^x_u \cup \{0\}\) which indicate the

\(^1\)Usually, the 1D multiple stock size cutting stock problem (MSSCSP-1) \cite{WHS07, AV08} is considered.
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The intensity of usage of vertical packing patterns.

\[ z^*_a = \min \sum_{j \in J_a^0} x^{j_0}, \quad \text{s.t.} \]

\[ \sum_{k=0}^{q_u^a} a_{i}^j x^{j_k} = w_i \delta_i, \quad i \in I; \quad (3.16) \]

\[ \sum_{j \in J_k^a} x^{j_k} \leq \rho_k^x, \quad k \in Q^u_x; \quad (3.17) \]

\[ x^{j_k} \geq 0, \quad k \in Q^u_x \cup \{0\}, \quad j \in J_k^x. \quad (3.18) \]

This problem is called the vertical the bar relaxation. In the subsequent sections we define several other types of bar relaxation.

The formulation \((3.16)-(3.19)\) is an LP problem which is solved by the column generation method \([KZ51, GG63, GG63, AV08]\). The solution process is started from an initial set of variables (columns) which contains \(m\) variables with a large coefficient in the objective function for each constraint \((3.17)\), and initial dual simplex multipliers \(d := (d_1, \ldots, d_{m+q_u^a})\) which are obtained by the execution of the simplex method on the initial set of variables.

The restricted master problem of \((3.16)-(3.19)\) contains variable pools for each type of columns. Each iteration consists of the generation of a column (slave problem) for each pool, its addition into the corresponding pool, and execution of the simplex method on the restricted master problem.

The generation of a column is aimed to maximize the sum of the dual simplex multipliers which is done by the solution of the following 0-1 linear programs:

\[ \bar{c}_0^x = 1 - \max \{ \sum_{i \in I^a_x} d_i a_i : \sum_{i \in I^a_x} h_i a_i \leq \lambda^x_0, \quad a_i \in \{0, 1\}\}; \quad (3.20) \]

\[ \bar{c}_k^x = -\max \{ d_{m+k} \sum_{i \in I^a_x} d_i a_i : \sum_{i \in I^a_x} h_i a_i \leq \lambda^x_k, \quad a_i \in \{0, 1\}\}, \quad k \in Q^u_x. \quad (3.21) \]

Thus, on each step \(q_u^a + 1\) slave 0-1 linear programs are solved and the column with \(\arg\min \{ \bar{c}_0^x, \bar{c}_k^x : \bar{c}_0^x, \bar{c}_k^x : k \in Q^u_x \}\) is considered as a candidate to be appended to the corresponding pool. The variables which correspond to type 0 of bins have the coefficient in the objective function equal to 1, in contrast to the obtained ones. The column generation process is performed as long as there exists a column which can improve the value of the objective function. That means \(-\bar{c}_k^x > \epsilon\) for some \(k \in Q^u_x \cup \{0\}\) where \(\epsilon > 0\) is a small enough constant.

**Remark 3.6.** If problem \((3.21)\) is solved by the dynamic programming method, the obtained dynamic programming table (DPT) can be used to get the solution of \((3.20)\) without construction of a second DPT. So, problems \((3.20), (3.21)\) can be solved at once.

For the coefficient matrix of the formulation \((3.16)-(3.19)\) refer to Table 3.1. There exist \(q_u^a + 1\) pools of variables.
Table 3.1: Coefficient matrix of the formulation (3.16)-(3.19).

<table>
<thead>
<tr>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>...</th>
<th>$k = q^u_x$</th>
<th>$k = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^1 \ldots x^{\lfloor J^1_k \rfloor \cdot 1}$</td>
<td>$x^{12} \ldots x^{\lfloor J^2_k \rfloor \cdot 2}$</td>
<td>...</td>
<td>$x^{1 q^u_x} \ldots x^{\lfloor J^q_x \rfloor q^u_x}$</td>
<td>$x^{1,0} \ldots x^{\lfloor J^0 \rfloor 0}$</td>
</tr>
<tr>
<td>$a^1_1 \ldots a^1_{\lfloor J^1_k \rfloor \cdot 1}$</td>
<td>$a^1_{12} \ldots a^1_{\lfloor J^2_k \rfloor \cdot 2}$</td>
<td>...</td>
<td>$a^1_{1 q^u_x} \ldots a^1_{\lfloor J^q_x \rfloor q^u_x}$</td>
<td>$a^1_{1,0} \ldots a^1_{\lfloor J^0 \rfloor 0}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$a^m_1 \ldots a^m_{\lfloor J^m_k \rfloor \cdot 1}$</td>
<td>$a^m_{12} \ldots a^m_{\lfloor J^m_k \rfloor \cdot 2}$</td>
<td>...</td>
<td>$a^m_{1 q^u_x} \ldots a^m_{\lfloor J^m_x \rfloor q^u_x}$</td>
<td>$a^m_{1,0} \ldots a^m_{\lfloor J^m \rfloor 0}$</td>
</tr>
<tr>
<td>1 \ldots 1</td>
<td>1 \ldots 1</td>
<td>...</td>
<td>1 \ldots 1</td>
<td>...</td>
</tr>
</tbody>
</table>

3.5.2 Horizontal bar relaxation with a monotone contour (LP1b)

Similarly to LP1a, we propose here a pruning rule which uses the information concerning the fixed items which build a monotone X-contour. Hereafter, it can be used with the CONTOUR branching strategy.

Suppose we have a monotone X-contour. Assigned to an interval $[\chi^x_k, \lambda^x_{k-1}]$ with $k = 1, \ldots, q^u_x - 1$, we define a horizontal block as the rectangle $[0, W] \times [H - \lambda^x_k, H - \lambda^x_{k-1}]$, see Figure 3.8.

**Definition 3.5.** The $k$-th horizontal block corresponding to a contour $C^u_x$ is the rectangle $[\chi^x_k, W] \times [H - \lambda^x_k, H - \lambda^x_{k-1}]$, denoted by $(\chi^x_k, \omega^x_k, \sigma^x_k)$ where $\omega^x_k := W - \chi^x_k$, and $\sigma^x_k := \lambda^x_k - \lambda^x_{k-1}$ if $k > 1$, and $\sigma^x_1 := \lambda^x_1$ if $k = 1$.

**Definition 3.6.** The sequence of horizontal blocks $\{(\chi^x_k, \omega^x_k, \sigma^x_k)\}_{k=1}^{q^u_x}$ is called the horizontal block-structure corresponding to a contour $C^u_x$ and denoted by $S^e(u)$.

The input information for the 1D bar relaxation is constructed as follows. Each obtained block $(\chi^x_k, \omega^x_k, \sigma^x_k)$ with $k \in Q^u_x$ is considered as a set of bins with length $\omega^x_k$ and quantity $\sigma^x_k$. In addition to the obtained bins, we also consider one extra type 0 of bins with $\chi^x_0 := 0$, $\omega^x_0 := W$, $\sigma^x_0 := \infty$. As it was done before in Section 3.5.1 here we consider instead of 2D items 1D items with lengths $w_i$ and quantities $h_i$ where $i \in I^u_x$ is the set of the indexes of the unfixed items.

The 1D horizontal bar relaxation can be described as follows. In order to describe a packing of bins with obtained items let us introduce horizontal packing patterns in the following manner. For each horizontal bin of type $k \in Q^u_x \cup \{0\}$ let $J^y_k$ denote the index set of all binary vectors $b^{ij}_k := (b^{i1}_k, \ldots, b^{im}_k) \in \{0, 1\}^m$ with

$$b^{ij}_k = 0, \quad \forall i \in I^u_x, \quad \sum_{i \in I^u_x} w_i b^{ij}_k \leq \omega^x_k, \quad j \in J^y_k,$$  \hspace{1cm} (3.22)

where $i$-th component $b^{ij}_i$ of the vector $b^{ij}_k$ in the case of $b^{ij}_i = 1$ indicates the $j$-th pattern of type $k$ which contains one 1D items of type $i \in I$. The similar idea to that from Section 3.5.1 underlies the 1D horizontal bar relaxation. Let us formulate the following continuous relaxation of the set-partitioning
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Figure 3.8: Horizontal bar relaxation of the partial solution in the \((0,x)\)-direction corresponding to a node \(u \in V\) with a monotone contour. Items from \(I^u_x = \{1, 2, 3\}\) are marked by hatching. There exist blocks \(\{((x^1_k, \omega^1_k, \sigma^1_k))\}\) with \(k = 1, \ldots, 4\).

Model of MCBPP-1 on vectors \((3.22)\) and variables \(y^{jk}\) with \(j \in J^u_y\) and \(k \in Q^u_x \cup \{0\}\) which indicate the intensity of usage of horizontal packing patterns:

\[
\begin{align*}
    z^*_b &= \min \sum_{j \in J^0_y} y^{j0}, \quad \text{s.t.} \\
    \sum_{k=0}^u \sum_{j \in J^0_y} b^{j} y^{jk} &= h_i \delta_i, \quad i \in I; \\
    \sum_{j \in J^0_y} y^{jk} &\leq \sigma^k, \quad k \in Q^u_x, \\
    y^{jk} &\geq 0, \quad k \in Q^u_x \cup \{0\}, \quad j \in J^0_y.
\end{align*}
\]

This problem is called the horizontal bar relaxation. It is an LP problem which is solved by the column generation method. In order to solve the relaxation problem the following slave 0-1 linear programs are solved:

\[
\begin{align*}
    \bar{c}^0_b &= 1 - \max \{ \sum_{i \in I^l_y} d_i a_i : \sum_{i \in I^l_y} w_i a_i \leq \omega^0_y \land a_i \in \{0, 1\} \}; \\
    \bar{c}^k_b &= -\max \{ d_{m+k} + \sum_{i \in I^l_y} d_i a_i : \sum_{i \in I^l_y} w_i a_i \leq \omega^k_y \land a_i \in \{0, 1\} \}, \quad k \in Q^u_x,
\end{align*}
\]

where \(d := (d_1, \ldots, d_{m+q^u_y})\) is the vector of the simplex multipliers. Thus, on each step \(q^u_x + 1\) slave 0-1 linear programs are solved and the column with \(\text{argmin}\{\bar{c}^0_b, \bar{c}^k_b : k \in Q^u_x\}\) is considered as a candidate to be appended to the corresponding pool of variables. Remark 3.6 is also valid here.

The following statement is true.

**Lemma 3.11.** If \(z^*_a + z^*_b > \epsilon, \epsilon > 0\) then there exists no feasible packing of items \(I^u_x\) into container \((W, H)\) with fixed items \(I^u_x\).
Proof. Let us assume the opposite, \( z^*_a > \epsilon \) and there exists a feasible packing. The latter means that \( \sum_{i \in J \subseteq \mathbb{R}^n} a^i_{x^i_q} x^i_q > 0 \) for an \( i \in I \). Since the left side of the expression is positive then from (3.17) follows that \( w_i \delta_i - \sum_{k=1}^{q^u} \sum_{j \in J \subseteq \mathbb{R}^n} a^j_{x^j_k} x^j_k > 0 \) for an \( i \in I \) which means that not all items are packed into the bins obtained from the container through the bar relaxation. Hence, the packing is not feasible.

Remark 3.7. Both LP-based pruning rules LP1a and LP1b can be applied separately. Then it is enough that at least one of the inequalities \( z^*_a > \epsilon \), \( z^*_b > \epsilon \) is valid in order to prune the current node.

Remark 3.8. Pruning rule LP1b can be applied only for a monotone contour as by Contour.

In order to demonstrate Remark 3.8 let us consider the 2D packing of items 1, \ldots, 7, where items 6, 7 with \( w_6 = w_7 := 4 \), \( h_6 := 2 \), \( h_7 := 4 \) are not allocated, see Figure 3.9a. The corresponding X-contour of the packing is depicted in Figure 3.9b. Based on the X-contour we build the corresponding block-structure \( S^x(u) := \{(2, 6, 2); (4, 4, 2); (4, 2, 2)\} \). According to the above, in order to formulate the horizontal relaxation problem, we consider these blocks as 1D bins together with bins type 0: \( \chi^x_0 := 0 \), \( \omega^x_0 := W \), \( \sigma^x_0 := \infty \).

With accordance to Lemma 3.11, items with length 4 and quantity 6 must be packed into bins of the first three types so that a packing exists. The number of bins with the length greater than or equal to 4 is 4 but we need 6. Herewith, \( z^*_b > \epsilon \). So, in the case of non-monotone contour the current node will be pruned despite the fact that there exists the corresponding 2D packing which fits into the container.

### 3.5.3 Horizontal bar relaxation with any contour (LP1c)

In order to apply the horizontal bar relaxation as in LP1b also in the case when no monotone X-contour is given we consider another approach. This approach can be
applied with FixMin and FixMinR. In this approach we use both the information concerning the \(x\)-coordinate of the fixed items \(I^u_x\) and the information concerning the domain of the variables which are not fixed.

In FixMin and FixMinR, item \(i^* \in \arg \min \{ w_i h_i : i \in I \} \) is fixed foremost. Herewith, \(i^* \in I^u_x\) for any node \(u \in V\) where at least one item is fixed. The information concerning \(x\)-coordinate of \(i^*\) is used in order to define a horizontal bar relaxation. Here we consider only a reduced contour which consist of item \(i^*\). If \(0 < x_i^* < W - w_i^*\) then at most three blocks result, see Figure 3.10b. So, let \(\{(x_k^i, \omega_k^i, \sigma_k^i)\}_{k=1}^3\) be the resulting horizontal blocks where \(x_1^i = x_2^i := 0, \ x_3^i := x_i^* + w_i^*, \ \omega_1^i := x_i^*, \ \omega_2^i := W - x_i^* - w_i^*, \ \sigma_1^i := H - h_i^*, \ \sigma_2^i := \sigma_3^i = h_i^*\).

We obtain the input information for the 1D bar relaxation as follows. Each block \(k\) is considered as a set of bins with length \(\omega_k^i\) and quantity \(\sigma_k^i\) together with extra type 4 of bins of length \(W\) and unlimited quantity, i.e., \(\chi_1^i = 0, \ \omega_1^i = W, \ \sigma_1^i = \infty\). Instead of 2D items we consider 1D items of lengths \(w_i\) and quantities \(h_i\) where \(i \in I^u_x\).

Figure 3.10: Horizontal bar relaxation of the partial solution corresponding to a node \(u \in V\) with a non-monotone contour. There exist horizontal blocks \(\{(x_k^i, \omega_k^i, \sigma_k^i)\}_{k=1}^3\).

Principally, the proposed approach is similar to LP1b but it is tightened by the following observation. Since the allocation of items from \(I^u_x\) is restricted by intervals \([\underline{x}_i, \overline{x}_i]\), the approach can be tightened by generalization of the meaning of constraints (3.1): If two items \(i \neq j\) overlap in their \(x\)-projections then their \(y\)-projections must not overlap. It is true for fixed items and unfixed items with obligatory overlapping parts as well. For that reason let \(\theta_{ix}^u\) and \(\theta_{iy}^u\) with \(i \in I\) be defined by

\[
\theta_{ix}^u := \begin{cases} 1, & \text{if } \underline{x}_i + w_i - \overline{x}_i > 0; \\ 0, & \text{otherwise}, \end{cases} \quad \theta_{iy}^u := \begin{cases} 1, & \text{if } y_i^u + h_i - \overline{y}_i > 0; \\ 0, & \text{otherwise}. \end{cases}
\]

\(\theta_{iy}^u\) we define here but we will use it later in Section 3.5.5. Let

\[
P^u_x := \{(i, j) \in I \times I : i < j, \ \theta_{ix}^u = 1, \overline{x}_i < \underline{x}_j + w_j, \overline{x}_j < \underline{x}_i + w_i\}
\]

be the set of item pairs which overlap in the \((0, x)\)-direction. Then projections of any pair from \(P^u_x\) must not overlap in the \((0, y)\)-direction.
The 1D horizontal bar relaxation of another type can be described as follows. In order to describe horizontal packing patterns with $P^u_x$ taken into account let us redefine binary vectors (3.22) in the following manner. For each horizontal bin of type $k = 1, \ldots, 4$, let $J^u_P$ denote the index set of all binary vectors $b^{ik} = (b^{ik}_1, \ldots, b^{ik}_m) \in \{0,1\}^m$ with

$$b^{ik}_i = 0, \quad b^{ik}_k = 0, \quad \forall i \in I : \left( \min\{i^*, i\}, \max\{i^*, i\} \right) \in P^u_x, \quad k = 2, 3,$$

$$\sum_{i \in I \setminus \{i^*\}} w_i b^{ik}_i \leq \omega^x_k, \quad b^{ik}_f + b^{ik}_g \leq 1, \quad (f, g) \in P^u_x, \quad j \in J^u_P,$$  

(3.29)

where $i$-th component $b^{ik}_i$ of vector $b^{ik}$ in the case of $b^{ik}_i = 1$ indicates the $j$-th pattern of type $k$ which contains one 1D item of type $i \in I$. Note that we also exclude items from the patterns type 2 and 3 whose $x$-projections overlap with the $x$-projection of item $i^*$.

The main idea of the approach is the same as in LP1a and LP1b. Let us formulate the following relaxation problem of MCBPP-1 on vectors (3.29) and variables $y^{ik}$ with $j \in J^u_P$ and $k = 0, \ldots, 3$:

$$z^*_c = \min \sum_{j \in J^u_P} y^{j,0}, \quad \text{s.t.}$$

$$3 \sum_{k=0}^3 \sum_{j \in J^u_P} b^{j,k}_i y^{j,k} = h_i, \quad i \in I \setminus \{i^*\};$$

$$\sum_{j \in J^u_P} y^{j,k} \leq \sigma^x_k, \quad k = 1, \ldots, 3;$$

$$y^{j,k} \geq 0, \quad k = 0, \ldots, 3, \quad j \in J^u_P. \quad \text{(3.33)}$$

The formulation (3.30)-(3.33) is an LP problem which is solved by the column generation method. In order to solve the relaxation problem the following slave 0-1 linear programs are solved:

$$\tilde{c}^u_0 = 1 - \max\{ \sum_{i \in I \setminus \{i^*\}} d_i a_i : \sum_{i \in I \setminus \{i^*\}} w_i a_i \leq W, \quad a_i \in \{0,1\} \};$$

(3.34)

$$\tilde{c}^u_1 = - \max\{ d_m + \sum_{i \in I \setminus \{i^*\}} d_i a_i : \sum_{i \in I \setminus \{i^*\}} w_i a_i \leq \omega^x_k, \quad a_f + a_g \leq 1, \quad (f, g) \in P^u_x, \quad a_i \in \{0,1\} \};$$

(3.35)

$$\tilde{c}^u_k = - \max\{d_{m-1+k} + \sum_{i \in (I \setminus \{i^*\}) \setminus P} d_i a_i : \sum_{i \in (I \setminus \{i^*\}) \setminus P} w_i a_i \leq \omega^x_k, \quad a_f + a_g \leq 1, \quad (f, g) \in P^u_x, \quad a_i \in \{0,1\} \}, \quad k = 2, 3; \quad \text{(3.36)}$$

where $P := \{ i \in I : (\min\{i^*, i\}, \max\{i^*, i\}) \in P^u_x \}$ is the set of items whose $x$-projections overlap with the $x$-projection of item $i^*$.

**Lemma 3.12.** If $z^*_c > \epsilon$, $\epsilon > 0$ then there exists no feasible packing of the items $I^u_x$ into container $(W, H)$ with the fixed items $I^u_x$.

**Lemma 3.13.** LP-based pruning rule LP1c can be applied for any X-contour.

**Remark 3.9.** Pruning rules LP1a-LP1c can be defined also for $Y$-contour.


3.5.4 Intervals (LP-int)

In pruning rules LP1a and LP1b we did not exploit the information about the domain of variables. In the case of LP1c the domains of variables were used in order to obtain the set of forbidden pairs $P_u$ which was used in the slave problems. Here we propose further improvements of the proposed pruning rules which exploit the domain of variables, i.e., the results of the constraint propagation procedure.

Let us consider the vertical bar relaxation from Section 3.5.1. The improvements are the following. Since each variable $g \in X$ can be fixed only within its domain $[g, \bar{g}] \cap \mathbb{Z}$ then not every item from $\bar{I}_u^x$ can be packed in an arbitrary block. So, for a block we obtain the set of items which can be packed into the block. Let us define the set of items which can be packed into bins of type $k$ by

$$I_k^x := \{i \in \bar{I}_u^x : x_i + w_i > \chi_k^x \land x_i < \chi_k^x + \rho_k^x\}, \quad k \in Q_u^x,$$

so, that $I_k^x$ can be packed into bins of type 0.

Let $a_i^j k = 0, \forall i \in \bar{I}_u^x \setminus I_k^x$ with $j \in J_k^x, \quad k \in Q_u^x$, hold for vectors (3.15). Then we tighten LP-based pruning rule LP1a by introducing the following slave 0-1 linear programs:

$$\bar{c}_k^x = -\max \{d_{m+k} + \sum_{i \in I_k^x} d_i a_i : \sum_{i \in I_k^x} h_i a_i \leq \lambda_k^x, \quad a_i \in \{0, 1\}\}, \quad k \in Q_u^x. \quad (3.37)$$

The difference to (3.20) lies in the set of items over which the 0-1 linear programs are defined, $\bar{I}_u^x$ for (3.20) and $I_k^x$ for (3.37).

**Remark 3.10.** Pruning rule LP1a for the Y-contour can be tighten in a similar way based on the domain of variables from Y.

Another improvement can be obtained through the further division of blocks. For instance, in the case of vertical bar relaxation, if we have for an item $i \in I_k^x$ that $x_i + w_i < \chi_k^x + \rho_k^x$ then it should occur in vertical bins at most $x_i + w_i - \chi_k^x$ times. Even better is to divide the $k$-th block into two blocks $(x_i^k, \lambda_k^x, x_i^k + w_i - \chi_k^x), (x_i^k + w_i, \lambda_k^x, \chi_k^x + 1 - x_i^k)$ with different sets $I_k^x$.

In this way, a more detailed information from the partial solution, corresponding to $u \in V$, is used. That leads in general to MCBPP-1 with more bin types but a more tightened pruning rule for OPP.

3.5.5 Forbidden pairs (LP-pair)

This LP-based pruning rule is a generalization of LP1a. It can be used with all strategies, but especially with DISJUNCTIVE. Therefore, the further description is oriented on the application with DISJUNCTIVE. The modifications for the other branching strategies are obvious.

The proposed pruning rule is similar to LP1c. Here we consider bar relaxations in the $(0, x)$- and $(0, y)$-directions. Depending on the direction we forbid certain pairs to
appears in the packing patterns. One set of pairs can be obtained from the information concerning the fixed mutual relations as follows:

\[ F^u_x := \{(i, j) \in I \times I : \ i < j \land R_{ij} \subseteq \{l, r\}, R_{ij} \in R(u)\}; \]
\[ F^u_y := \{(i, j) \in I \times I : \ i < j \land R_{ij} \subseteq \{b, t\}, R_{ij} \in R(u)\}. \]

Set \( F^u_x \) contains item pairs which have possible mutual relation that can be assigned to the left or to the right, and \( F^u_y \) item pairs that can be assigned to the bottom or the top. So, projections of items in a pair \((i, j) \in F^u_x\) must not overlap over the \((0, x)\)-direction, and \((i, j) \in F^u_y\) over the \((0, y)\)-direction.

The second and the third set of pairs are obtained from the following observations. As it follows from inequalities (3.1), if two items \(i, j \in I\) overlap in the \((0, x)\)-direction, i.e., \((i, j) \in P^u_x\) then these items must not overlap in the \((0, y)\)-direction and vice versa. Let

\[ P^u_y := \{(i, j) \in I \times I : \ i < j, \ \theta^y_{ij} = 1, \ \bar{\tau}_i < y_j + h_j, \ \bar{\tau}_j < y_i + h_i\} \]

be the set of item pairs which overlap in the \((0, y)\)-direction. The definitions of \( P^u_x \) and \( \theta^y_{ij} \) were given in Section 3.5.4. From the other hand, if the domains of two items do not overlap, i.e.,

\[ G^u_x := \{(i, j) \in I \times I : \ i < j, \ (x_j \geq \tau_i + w_i \lor x_j \geq \tau_j + w_j)\}, \]
\[ G^u_y := \{(i, j) \in I \times I : \ i < j, \ (y_j \geq \tau_i + h_i \lor y_j \geq \tau_j + h_j)\}, \]

then these items cannot overlap over the \((0, x)\)-, \((0, y)\)-directions, respectively.

The input information for the bar relaxations is constructed as follows. Container \((W, H)\) is considered as a set of 1D bins with length \(H\) and quantity \(W\). Instead of 2D items \((w_i, h_i)\) we consider 1D items with lengths \(h_i\) and quantities \(w_i\) where \(i \in I\) is the set of item indexes. Similarly, we define the bar relaxation for the other direction, i.e., 1D bins with length \(W\) and quantity \(H\), and 1D items with lengths \(w_i\) and quantities \(h_i\) are obtained where \(i \in I\).

In order to describe the bar relaxations we define vertical and horizontal packing patterns by analogy to vectors (3.15) and (3.22) from Sections 3.5.1, 3.5.2. Let for each vertical bin, \(J^x\) denote the index set of binary vectors \(a^i = (a^i_1, \ldots, a^i_m) \in \{0, 1\}^m\) with

\[ \sum_{i \in I} h_i a^i_j \leq H, \quad a^i_j + a^i_g \leq 1, \quad (f, g) \in F^u_x \cup P^u_y \cup G^u_x, \quad j \in J^x, \tag{3.38} \]

and let for horizontal bins, \(J^y\) denote the index set of binary vectors \(b^i = (b^i_1, \ldots, b^i_m) \in \{0, 1\}^m\) with

\[ \sum_{i \in I} w_i b^i_j \leq W, \quad b^i_j + b^i_g \leq 1, \quad (f, g) \in F^u_x \cup P^u_y \cup G^u_y, \quad j \in J^y. \tag{3.39} \]

The similar idea from Section 3.5.1 underlies the following bar relaxations. Let us formulate the following continuous relaxation of the set-partitioning model of MCBPP-1 on vectors (3.38), (3.39) and variables \(x^j\) with \(j \in J^x\) and \(y^j\) with \(j \in J^y\) which indicate the intensity of usage of vertical and horizontal packing patterns, respectively:
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\[ z^* = \sum_{j \in J^x} x^j \to \min, \]  \tag{3.40} \]
\[ z_* = \sum_{j \in J^y} y^j \to \min, \]  \tag{3.43} \]
\[ \sum_{j \in J^x} a^j x^j = w_i, \; i \in I; \]  \tag{3.41} \]
\[ \sum_{j \in J^y} b^j y^j = h_i, \; i \in I; \]  \tag{3.44} \]
\[ x^j_i \geq 0, \; i \in I, \; j \in J^x. \]  \tag{3.42} \]
\[ y^j_i \geq 0, \; i \in I, \; j \in J^y. \]  \tag{3.45} \]

The formulations (3.40)-(3.42) and (3.43)-(3.45) are LP problems which are solved by the column generation method. In order to solve the relaxation problems the following slave 0-1 linear problems are solved:

\[ \bar{c}^x = 1 - \max \{ \sum_{i \in l} d_i a_i : \sum_{i \in l} h_i a_i \leq H, \; a_f + a_g \leq 1, \]  \tag{3.46} \]
\[ (f, g) \in F^u_1 \cup P^u_y \cup G^u_x, \; a_i \in \{0, 1\} \}, \]
\[ \bar{c}^y = 1 - \max \{ \sum_{i \in l} d_i b_i : \sum_{i \in l} w_i b_i \leq W, \; b_f + b_g \leq 1, \]  \tag{3.47} \]
\[ (f, g) \in F^u_2 \cup P^u_x \cup G^u_y, \; b_i \in \{0, 1\} \}, \]

where \( d := (d_1, \ldots, d_m) \) is the vector of the simplex multipliers. The following statement is true.

**Lemma 3.14.** If for an \( \epsilon > 0 \) \( z^*_n + \epsilon > W \lor z^*_m + \epsilon > H \) then there exists no feasible packing of items \( I \) into container \( (W, H) \).

3.5.6 Forbidden pairs and intervals (LP-int-pair)

The constraint propagation procedure provides information concerning the domains of the variables. This information was indirectly used in pruning rules LP1c, LP-int, LP-pair in order to obtain the set of overlapping items or to define the sets of items, which can be packed into the certain blocks, or to define precisely the sizes of blocks. In the proposed approach this information is directly used in slave problems of the column generation method. Herewith, this approach can be considered as an improvement of LP-pair.

Suppose we have the feasible intervals of values which can be assigned to variables \( X \). So, while we generate the columns through solution of slave problem (3.47), the position of the items in the patterns is restricted by that intervals. That condition we impose in the slave problems of the column generation method. Similar considerations are also valid for intervals of \( Y \) and slave problem (3.46).

Let \( l \) be the vector of items sizes, i.e., \( l := w \) or \( l := h \), respectively, \( L \) the knapsack capacity, \( P \) the set of forbidden pairs of items, \( [\underline{z}_i, \overline{z}_i] \) the interval of feasible coordinates of item \( i \in I \), and \( d \) the vector of simplex multipliers. Let designate the following
generalized 0-1 knapsack problem by $KP(l, d, L, P, [\underline{z}_1, \overline{z}_1], \ldots, [\underline{z}_m, \overline{z}_m])$:

$$\sum_{i \in I} d_i \gamma_i \rightarrow \max,$$

$$\sum_{i \in I} l_i \gamma_i \leq L,$$  \hspace{1cm} (3.48)

$$\underline{z}_i \gamma_i \leq z_i \leq \overline{z}_i \gamma_i, \quad i \in I;$$  \hspace{1cm} (3.49)

$$z_i + b_i \leq z_j + L(1 - u_{ij}), \quad \forall i, j \in I: i < j;$$  \hspace{1cm} (3.50)

$$z_j + l_j \leq z_i + L(1 - u_{ji}), \quad \forall i, j \in I: i < j;$$  \hspace{1cm} (3.51)

$$u_{ij} + u_{ji} \leq \gamma_i, \quad i \in I;$$  \hspace{1cm} (3.52)

$$\gamma_i + \gamma_j \leq 1 + u_{ij} + u_{ji}, \quad \forall i, j \in I: i \neq j;$$  \hspace{1cm} (3.53)

$$\gamma_i + \gamma_j \leq 1, \quad (i, j) \in P;$$  \hspace{1cm} (3.54)

$$\gamma_i, u_{ij} \in \{0, 1\}, \quad \forall i, j \in I: i \neq j.$$  \hspace{1cm} (3.55)

The model (3.48)-(3.56) is a simplification for the 1D case of the Padberg model [Pad00] for orthogonal packing. (3.49) is not relevant for the feasibility of the solution but improves the solution time for the problem.

Hereby, the LP problems (3.40)-(3.42) and (3.43)-(3.45) are solved by the column generation method based not on the slave problems (3.46) and (3.47), but on $KP(h, d, H, P_0^u, P_1^u, P_2^u, \ldots, [\underline{z}_m, \overline{z}_m])$ and $KP(w, d, W, P_0^w, P_1^w, P_2^w, \ldots, [\underline{z}_m, \overline{z}_m])$. Let $k_x^*$ and $k_y^*$ designate the values of an optimal solution of the former and the latter problems. The column generation is performed until $-1 + k_x^* < \epsilon$ and $-1 + k_y^* < \epsilon$, respectively. Lemma 3.14 holds here.

### 3.5.7 Advanced bar relaxation with a monotone contour (LP-advanced)

In this section we consider improvements of the pruning rules LP1a and LP1b. Therefore, it can be used with CONTOUR. Let be given a monotone $X$-contour and corresponding block-structures $S_x^m(u)$, $S_x^m(u)$. Based on the obtained information we consider both vertical and horizontal bar relaxations as in LP1a and LP1b together as a single problem. The single LP problem is tightened by connecting constraints which are explained further.

Let us consider Figure 3.11 in order to describe the approach. From geometric considerations, the area of an item $i \in I$ which is packed in the first vertical block $(\chi_1^x, \chi_1^y, \rho_1^x)$, i.e., $b_i \sum_{j \in I_1} a_{ij}^1 x_j^1$, see Figure 3.11b, is obviously less or equal to the area of this item which is packed into horizontal block $(\chi_1^x, \omega_1^x, \sigma_1^x)$, i.e., $w_i \sum_{j \in I_1} b_{ij}^1 y_j^1$, see Figure 3.11c. Furthermore, the sum of areas of an item which is packed in vertical blocks $\{(\chi_k^x, \chi_k^y, \rho_k^x)\}$ with $k = 1, 2$ is less or equal to the area of this item which is packed into horizontal blocks $\{(\chi_k^x, \omega_k^x, \sigma_k^x)\}$ with $k = 1, 2$, etc.

From the other hand, the area of an item which is packed into horizontal block $(\chi_{q_k^x}^x, \omega_{q_k^x}^x, \sigma_{q_k^x}^x)$, is less or equal to the area of this item which is packed into vertical block $(\chi_{q_k^x}^x, \chi_{q_k^x}^y, \rho_{q_k^x}^y)$. Furthermore, the sum of areas of an item which is packed into horizontal blocks $\{(\chi_k^x, \omega_k^x, \sigma_k^x)\}$ with $k = q_x^u, q_x^a - 1$ is less or equal to the area of this item which is packed into vertical blocks $\{(\chi_k^x, \chi_k^y, \rho_k^x)\}$ with $k = q_x^u, q_x^a - 1$, etc.
Based on the above geometric observations we can tighten the relaxation problem by addition of the connection constraints. Let us formulate the following relaxation problem of MCBPP-1 on vectors (3.15), (3.22) and variables $x^{jk}$ with $j \in J^x_k$, $y^{jk}$ with $j \in J^y_k$, $k \in Q^u \cup \{0\}$.
\[ z_d^* = \min \sum_{j \in J_0^q} x_{j0} + \sum_{j \in J_0^n} y_{j0}, \text{ s.t.} \]  
\[ \sum_{k=0}^{q_c^e} \sum_{j \in J_k^x} a_{jk} x_{jk} = w_i \delta_i, \quad i \in I; \]  
\[ \sum_{k=0}^{q_c^e} \sum_{j \in J_k^y} b_{jk} y_{jk} = h_i \delta_i, \quad i \in I; \]  
\[ \sum_{j \in J_k^x} x_{jk} \leq \rho_{jk}^x, \quad k \in Q_x^u; \]  
\[ \sum_{j \in J_k^y} y_{jk} \leq \sigma_{jk}^x, \quad k \in Q_x^u; \]  
\[ h_i \sum_{k=1}^{s} \sum_{j \in J_k^x} a_{jk} x_{jk} \leq w_i \sum_{k=1}^{s} \sum_{j \in J_k^y} b_{jk} y_{jk}, \quad i \in \bigcup_{k=1}^{s} I_k^x, \quad s \in \{1, \ldots, \tilde{s}\}; \]  
\[ h_i \sum_{k=s}^{q_c^e} \sum_{j \in J_k^x} a_{jk} x_{jk} \geq w_i \sum_{k=s}^{q_c^e} \sum_{j \in J_k^y} b_{jk} y_{jk}, \quad i \in \bigcup_{k=s}^{q_c^e} I_k^x, \quad s \in \{1, \ldots, \tilde{s}\}; \]  
\[ x_{jk} \geq 0, \quad j \in J_k^x, \quad k \in Q_x^u \cup \{0\}; \]  
\[ y_{jk} \geq 0, \quad j \in J_k^y, \quad k \in Q_x^u \cup \{0\}; \]  
\[ \psi_{ik} := \begin{cases} 1, & \text{if } i \geq k; \\ 0, & \text{if } i < k; \end{cases} \quad \phi_{ik} := \begin{cases} 1, & \text{if } i \geq k - q_x^u + m; \\ 0, & \text{if } i < k - q_x^u + m. \end{cases} \]

The formulation (3.57)-(3.65) is an LP problem which is solved by the column generation method. Let \( \psi_{ik}^j \) and \( \phi_{ik}^j \) be defined by

In order to solve the relaxation problem the following slave 0-1 linear programs are solved:

\[ \bar{c}_0^x = 1 - \max \{ \sum_{i \in I_0^x} d_i a_i : \sum_{i \in I_0^x} h_i a_i \leq \chi_0^x, \; a_i \in \{0, 1\} \}; \]  
\[ \bar{c}_0^y = 1 - \max \{ \sum_{i \in I_0^y} d_{m+i} a_i : \sum_{i \in I_0^y} w_i a_i \leq \omega_0^y, \; a_i \in \{0, 1\} \}; \]  
\[ \bar{c}_k^x = -\max \{ \sum_{i \in I_k^x} (d_i + \psi_{ik}^j d_{i+2m+2q_x^u} + \phi_{ik}^j d_{i+3m+2q_x^u}) a_i : \sum_{i \in I_k^x} h_i a_i \leq \lambda_k^x, \; a_i \in \{0, 1\}, \; k \in Q_x^u; \]  
\[ \bar{c}_k^y = -\max \{ \sum_{i \in I_k^y} (d_{i+m} + \psi_{ik}^j d_{i+2m+q_x^u} + \phi_{ik}^j d_{i+3m+2q_x^u}) a_i : \sum_{i \in I_k^y} w_i a_i \leq \omega_k^x, \; a_i \in \{0, 1\}, \; k \in Q_x^u. \]
where \( d := (d_1, \ldots, d_{4m+2q_x^u}) \) is the vector of the simplex multipliers. Thus, on each step \( 2(q_x^u + 1) \) slave 0-1 linear problems are solved and the column with \( \text{argmin}\{c_0^x, c_l^x, c_l^y, c_k^x, c_k^y : k \in Q_x^u\} \) is considered as a candidate to be appended to the corresponding variable pool.

Herewith, there are \( 2(q_x^u + 1) \) pools of variables which corresponds to each type of vertical and horizontal bins, see Table 3.2.

**Table 3.2**: Coefficient matrix of the formulation (3.57)-(3.65).

\[
\begin{array}{cccc|cccc|cccc}
\hline
k = 1 & \cdots & k = q_x^u & k = 0 & k = 1 & \cdots & k = q_x^u & k = 0 \\
\hline
x_1^j & \cdots & x_{q_x^u}^j & x_0^j & y_1^j & \cdots & y_{q_x^u}^j & y_0^j \\
\hline
a_1^j & \cdots & a_{q_x^u}^j & a_0^j & b_1^j & \cdots & b_{q_x^u}^j & b_0^j \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\hline
1 & \cdots & 1 & \leq \rho_1^x & \cdots & \leq \rho_{q_x^u}^x & \leq \sigma_1^x & \cdots & \leq \sigma_{q_x^u}^x \\
\hline
h_1 & \cdots & h_1 & -w_1 b_1^j & \cdots & -w_1 b_{q_x^u}^j & \leq 0 & \cdots & \leq 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\hline
\end{array}
\]

The following statement is true.

**Lemma 3.15.** If \( z_d^x \geq \epsilon, \epsilon > 0 \) then there exists no feasible packing of items \( \bar{I}_x^u \) into container \((W, H)\) with fixed items \( I_x^u\).

**Remark 3.11.** Pruning rule LP-advanced can be tightened by the LP-int approach.

### 3.6 Numerical study

In this section we discuss numerical experiments for both pure OPP-2 instances from different sources and SPP-2 instances.

The algorithm was implemented as a single-threaded application in C++ based on Visual Studio 2008, compiler version 9.0.30729, on an AMD Athlon 64 Dual Core 4200+
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(2.2 GHz) CPU. IBM ILOG CPLEX 12.1 was used as an LP and ILP solver. ILOG CP 1.6 with ILOG Scheduler 6.8 was used as a constraint programming framework. The test instances, detailed results and source code are available on the CaPaD website\textsuperscript{2}.

The slave problems (3.20)-(3.21), (3.27)-(3.28), and (3.37) were solved by the dynamic programming approach with strong bounds [MPT99], implementation of which was taken from the personal website\textsuperscript{3} of D. Pisinger. Slave problems (3.34)-(3.36), (3.46)-(3.47) were solved as the 0-1 knapsack problem with forbidden pairs of items by our own implementation of a branch-and-bound approach. Slave problem (3.48)-(3.56) was solved as an ILP problem by the CPLEX software.

Time limit for each instance and method was set to 900 seconds. Here we consider results for all described branching strategies and the interval graph algorithm from [BR13]. Note, that we can compare the number of nodes only for the algorithms from a common group, i.e., \textsc{FixMin}, \textsc{FixMinR}, \textsc{Contour}, \textsc{Dichotomy}, and \textsc{Interval}. The latter algorithms, interval graph algorithm [BR13], and \textsc{Disjunctive} can be compared with each other on the percentage of the solved instances and solution time. In Tables 3.3–3.7 the number of nodes and time are the mean values over solved instances. From a rational number we take only the integer part without rounding.

3.6.1 OPP-2 instances of Clautiaux et al.

The set of 42 instances [CJM08] of OPP-2 is divided into 15 feasible (F) and 27 infeasible (N) instances. For each instance, the container is a square $20 \times 20$ and the number of items $10 \leq m \leq 23$. The name of instances has form $wwS_m$, where $ww$ is the percentage of waste, $S \in \{F, N, X\}$, $X$ is a designation of an instance with unknown solution for the time, when the instances were published.

The problems were generated as follows. Four parameters $W, H, m \in \mathbb{Z}_+$, $ww \in \{0, 1\}$ are initialized. Then numbers $n_1, \ldots, n_m \in \mathbb{Z}_+$ are generated so that $\sum_{i=1}^m n_i = WH(1 - ww) \in \mathbb{Z}_+$. From the obtained numbers, items $(w_i, h_i)$ are generated so, that $w_i$ is random and $h_i$ is determined by $w_i$. All mentioned distributions are uniform.

The generation process for an instance is performed until an "interesting" instance is generated. An instance is of interest, if a simple heuristic and a DFF-based lower bound are not able to determine whether the problem is feasible or not.

Columns A, B of Table 3.3 report results of the original and transposed instances from [CJM08] divided into feasible and infeasible ones. Column $s.$% indicates the percentage of solved instances; $n$ indicates the number of nodes which were used in order to obtain the solution; $t$ indicates the total time for the solution (in seconds).

Obviously, the number of nodes for solution in the case with raster points must be less or equal than without them. For the infeasible instances of this set, the number of nodes for both \textsc{FixMin} and \textsc{FixMinR} is equal, since each coordinate $t = 0, \ldots, 19$: $r \in \tilde{R}_q(20)$. If we transpose the instances (swap width and height) then the number of nodes for solution changes. Herewith, the selection of the dimension, for which the assignment is performed firstly is essential. The selection criteria for the primal direction is not yet clear. We have tested also the efficiency of the branching strategies\textsuperscript{2}.

\textsuperscript{2}http://www.math.tu-dresden.de/~capad
\textsuperscript{3}http://www.diku.dk/~pisinger
Table 3.3: Instances from [CJM08]: Comparison of the efficiency of the branching strategies with LP-based pruning rules. The numbers marked by a star are the mean values over instances which were solved by\textsc{FixMin}, \textsc{FixMinR}, \textsc{Dichotomy}(c), and \textsc{Dichotomy}(i) branching strategies. Instances: A–original; B–transposed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>A Infeasible</th>
<th>A Feasible</th>
<th>B Infeasible</th>
<th>B Feasible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s.% n t</td>
<td>s.% n t</td>
<td>s.% n t</td>
<td>s.% n t</td>
</tr>
<tr>
<td>\textsc{FixMin}</td>
<td>100 804 1 100 714 0</td>
<td>100 81642 57</td>
<td>100 1446 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{FixMin}+SS3</td>
<td>100 545 1 100 714 0</td>
<td>96 30594 29</td>
<td>100 1440 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{FixMinR}</td>
<td>100 804 1 100 504 0</td>
<td>100 62528 45</td>
<td>100 943 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{FixMinR}+SS3</td>
<td>100 545 1 100 504 0</td>
<td>100 56909 48</td>
<td>100 941 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{FixMinR}+LP1</td>
<td>100 241 1 100 500 0</td>
<td>96 178 1</td>
<td>100 940 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{FixMinR}+LP-int</td>
<td>100 177 4 100 492 1</td>
<td>96 177 1</td>
<td>100 937 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(c)</td>
<td>100 704 1 100 440 0</td>
<td>100 49245 36</td>
<td>100 738 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(c)+LP1</td>
<td>100 189 1 100 436 0</td>
<td>96 139 1</td>
<td>100 735 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(c)+LP-int</td>
<td>100 118 3 100 430 1</td>
<td>96 136 1</td>
<td>100 734 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(i)</td>
<td>100 708 1 100 439 0</td>
<td>100 38658 29</td>
<td>100 1041 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(i)+LP1</td>
<td>100 199 1 100 435 0</td>
<td>96 139 1</td>
<td>100 1039 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{Dichotomy}(i)+LP-int</td>
<td>100 115 3 100 429 1</td>
<td>96 135 1</td>
<td>100 1037 1</td>
<td></td>
</tr>
<tr>
<td>\textsc{Contour}</td>
<td>89 120225 34 100 4209 1</td>
<td>63 149147 45</td>
<td>100 157508 19</td>
<td></td>
</tr>
<tr>
<td>\textsc{Contour}+LP1</td>
<td>89 13494 31 100 4089 1</td>
<td>67 33687 118</td>
<td>100 154526 43</td>
<td></td>
</tr>
<tr>
<td>\textsc{Contour}+LP-int</td>
<td>67 675 36 100 4022 3</td>
<td>58 1050 171</td>
<td>100 153378 49</td>
<td></td>
</tr>
<tr>
<td>\textsc{Contour}+LP-advanced</td>
<td>67 598 40 100 4001 3</td>
<td>58 1029 170</td>
<td>100 153130 51</td>
<td></td>
</tr>
<tr>
<td>\textsc{Interval}</td>
<td>96 31466 33 100 1900 0</td>
<td>100 32031 24</td>
<td>100 17911 2</td>
<td></td>
</tr>
<tr>
<td>\textsc{Interval}+LP1</td>
<td>96 420 1 100 1709 2</td>
<td>96 70 0</td>
<td>100 17502 8</td>
<td></td>
</tr>
<tr>
<td>\textsc{Interval}+LP-int</td>
<td>96 305 2 100 1692 3</td>
<td>96 70 0</td>
<td>100 17798 8</td>
<td></td>
</tr>
<tr>
<td>\textsc{Disjunctive}</td>
<td>100 47134 21 100 2790 0</td>
<td>93 4083 0</td>
<td>100 977 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Disjunctive}+LP-pair</td>
<td>100 3029 3 100 591 0</td>
<td>96 57 0</td>
<td>100 864 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Disjunctive}+LP-int-pair</td>
<td>96 95 36 100 401 204</td>
<td>96 47 63</td>
<td>100 849 258</td>
<td></td>
</tr>
<tr>
<td>\textsc{Partition}</td>
<td>100 690216 30 100 2916 0</td>
<td>93 4758 0</td>
<td>100 868 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Partition}+LP-pair</td>
<td>100 3772 3 100 620 0</td>
<td>96 109 0</td>
<td>100 758 0</td>
<td></td>
</tr>
<tr>
<td>\textsc{Partition}+LP-int-pair</td>
<td>96 162 30 100 410 172</td>
<td>96 98 36</td>
<td>100 747 228</td>
<td></td>
</tr>
<tr>
<td>Algorithm [BR13]</td>
<td>96 948 3 100 32 0</td>
<td>96 184 0</td>
<td>100 814 3</td>
<td></td>
</tr>
</tbody>
</table>

with raster points through the enlargement of the physical sizes of the container. If we multiply a dimension of items by $2^{11}$ then the original method is able to solve only the half of them in contrast to the branching strategies with raster points, which solves all the enlarged instances.

On average, see Table 3.3, \textsc{Dichotomy} is better than \textsc{FixMin} or even \textsc{FixMinR} with respect to the number of nodes and solution time. LP1 designates the usage of LP1a and LP1b for \textsc{Contour}, and LP1a and LP1c for the other strategies. \textsc{Disjunctive} becomes especially better for infeasible instances at the cost of slightly increased time, if LP pruning rules are applied.
3.6.2 Self-generated OPP-2 instances

We have tested the algorithms according to two scenarios. In the first one, the test set, containing 630 instances of OPP-2, both infeasible and feasible ones as well, is divided into three classes with different maximal items side ratios $r_{\text{max}}$, i.e., $r_{\text{max}} = 1, 3, 20$. Each of these classes is further divided into subclasses according to the waste ratio from 0 to 40 with step 2. Table 3.4 reports results only for packing waste ratios from 0 to 10 with step 2 and from 10 to 40 with step 10, i.e., for 270 instances. Container is a square with side length 1000. Number of items $m = 20$.

In the second scenario, the test set contains 450 instances and is divided into five classes with different number of items for an instance from 10 to 30 with step 5. Here we present the results for the instances with at least 15 items. For the complete results refer to the CaPaD website\footnote{\url{http://www.math.tu-dresden.de/~capad}}. Each class is divided into subclasses as in the first scenario, see Table 3.6. For each of the 450 instances, the ratio of item sides is at most 2.

Every instance was generated [BR13, BKRS13] as follows. The total volume of the items $10^9(1 - e)$, where $e$ is the waste volume ($\%$), is separated into $m$ intervals by $m - 1$ uniformly distributed numbers $z_1, \ldots, z_{m-1}$ in $(0, 10^9(1 - e))$. The numbers $z_1, \ldots, z_{m-1}$ are sorted and item volumes are set as follows: $v_1 = z_1$, $v_m = 10^9(1 - e) - z_{m-1}$ and $v_i = z_i - z_{i-1}$ for $i = 2, \ldots, m - 1$. If ratio $v_i/v_j$ of the volumes of some two items $i, j \in I$ was greater than 8000 then the generation procedure restarted. To obtain both sides of an item, its volume $v_i$, $i = 1, \ldots, m$ is factorized with the help of two random numbers $a_1$ and $a_2$, whose sum is 2. These numbers are calculated in the same way as the volumes. The sides of item $i$ are set $w_i = \lfloor v_i^{a_1/2} \rfloor$ and $h_i = \lfloor v_i^{a_2/2} \rfloor$. If item $i$ is in one dimension larger than 1000 or $r_{\text{max}}$ times the length of another side then volume $v_i$ is factorized again.

The second part of Table 3.4 reports results for the original method [CJM08], but equipped with raster points, i.e., FixMinR branching strategy, and Dichotomy branching strategy. Both have almost the same effectiveness, Dichotomy solves 38% (105) of instances FixMinR solves 38% (103). Moreover Dichotomy solves the mentioned instances and needs thereby on 20% less nodes and time than FixMinR. From the set of 630 instances 310 (49%) were solved by FixMinR, 24 were proven as infeasible, and 286 were proven as feasible. Dichotomy has solved 328 instances (52%), where 24 were proven as infeasible, and 304 as feasible. For the results on the restricted set of instances refer to Table 3.4.

The last part of the table reports results for Disjunctive branching strategy and that with the LP bounds LP-pair. Both have the same effectiveness about 91% (Disjunctive – 247, Disjunctive+LP-Pair – 247) which is clearly higher than of those of FixMinR and Dichotomy. The application of LP bounds in Disjunctive, i.e., Disjunctive+LP-pair, reduces the number of processed nodes and solution time by almost 12%. From the set of 630 instances 607 (96%) were solved by Disjunctive+LP-pair, 58 were proven as infeasible, and 549 as feasible in contrast to Disjunctive which has solved on 1 instance less.

All instances with smaller waste ratio were very hard to solve for all strategies. The most difficult were instances with the maximal side ratio 1. Only a half of such
Table 3.4: Self-generated instances: Comparison of the efficiency of the branching strategies. Number of instances is 630, \(W = H = 1000\), \(m=20\), maximal side ratio \(r_{\text{max}} = 1, 3, 20\). The column w.% is the waste ratio (%), s.% is the amount of solved instances (%). The column \(n\) indicates the number of nodes which were used in order to obtain the solution, \(t\) indicates the total time for the solution (in seconds). Algorithms: A–algorithm from [BR13]; B–FixMinR; C–Dichotomy; D–Disjunctive; E–Disjunctive+LP-pair.

<table>
<thead>
<tr>
<th>(r_{\text{max}})</th>
<th>w.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\[\text{Mean: 81 6668 20 38 360518 27 38 285721 22 91 645774 48 91 561702 47}\]

instances were solved by \text{Disjunctive} and \text{Disjunctive+LP-pair}, and none of them by \text{FixMinR} and \text{Dichotomy}. The same tendency we observe for the second set of test instances, see Table 3.6.

The effectiveness of \text{Disjunctive} and \text{Disjunctive+LP-pair} increases while the waste and maximal side ratio rise. The strategies \text{FixMin}, \text{FixMinR} and \text{Dichotomy} behave contrarily, namely their effectiveness decreases while the waste ratio rises. From waste ratio 8% \text{Disjunctive} and \text{Disjunctive+LP-pair} could solve all instances. For
Table 3.5: Self-generated instances. Algorithms: A–algorithm from [BR13]; B–PARTITION; C–PARTITION+LP-pair.

<table>
<thead>
<tr>
<th>$r_{\text{max}}$</th>
<th>w.$%$</th>
<th>s.$%$</th>
<th>$n$</th>
<th>$t$</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>90</td>
<td>1855</td>
<td>4</td>
<td>40</td>
<td>4041145</td>
<td>281</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>1</td>
<td>0</td>
<td>30</td>
<td>5667442</td>
<td>327</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>90</td>
<td>2354947</td>
<td>135</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>29255</td>
<td>7</td>
<td>80</td>
<td>572515</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>5583</td>
<td>16</td>
<td>100</td>
<td>39225</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>2306</td>
<td>7</td>
<td>100</td>
<td>122</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>214</td>
<td>2</td>
<td>100</td>
<td>127</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>172</td>
<td>2</td>
<td>100</td>
<td>137</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>116</td>
<td>2</td>
<td>100</td>
<td>122</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>4937</td>
<td>17</td>
<td>82</td>
<td>1408420</td>
<td>86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>60</td>
<td>2239589</td>
<td>151</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>60</td>
<td>470315</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>35169</td>
<td>110</td>
<td>691403</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>31970</td>
<td>103</td>
<td>822701</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>3225</td>
<td>9</td>
<td>100</td>
<td>27621</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1300</td>
<td>5</td>
<td>100</td>
<td>139</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>246</td>
<td>2</td>
<td>100</td>
<td>123</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>127</td>
<td>2</td>
<td>100</td>
<td>115</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>136</td>
<td>2</td>
<td>100</td>
<td>126</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>9021</td>
<td>29</td>
<td>91</td>
<td>472458</td>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>17283</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>9052</td>
<td>23</td>
<td>100</td>
<td>1182913</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>23814</td>
<td>65</td>
<td>100</td>
<td>662122</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>15080</td>
<td>40</td>
<td>100</td>
<td>1519</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>6145</td>
<td>16</td>
<td>100</td>
<td>244</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>519</td>
<td>3</td>
<td>100</td>
<td>1816</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>182</td>
<td>1</td>
<td>100</td>
<td>298</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>120</td>
<td>1</td>
<td>100</td>
<td>109</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>131</td>
<td>2</td>
<td>100</td>
<td>116</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>6116</td>
<td>16</td>
<td>100</td>
<td>207380</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean:</td>
<td>81</td>
<td>6668</td>
<td>20</td>
<td>91</td>
<td>696086</td>
<td>44</td>
<td></td>
</tr>
</tbody>
</table>

these instances the effectiveness of FixMinR and Dichotomy remained on the average level. For the instances with the bigger waste ratio, Disjunctive and Disjunctive+LP-pair could even solve them using almost constant number of nodes and time. Thus, Dichotomy is stronger than the original method [CJM08], and Disjunctive and its combination with LP bounds is even stronger.

### 3.6.3 OPP-2 instances of Hopper & Turton

Here we consider the waste-free instances from [HOP00, HT00]. These instances are divided into three classes C, N, T, each having 21, 35, and 35 instances, respectively. In Table 3.8 we present only results for the original and transposed instances which were solved by at least one of the algorithms. The first mean value is given only over
instance which were solved by all algorithms. The second one is given over all instances. In column A we present the results of the slightly improved algorithm from [BR13], which was kindly provided by the author.

### 3.7 Conclusions

Here we investigated and modified the state-of-the-art CP approaches for orthogonal packing problems and adapted LP-based pruning rules of different types into the constraint propagation process of the CP.

The main theoretical and experimental observations of the paper are the following:

- The "fix or postpone" strategy is good, if one successfully chooses the "proper" branching direction. There exist no obvious criteria for the selection of the "proper" direction.

- The dichotomy branching strategy reduces the number of nodes and time in comparison to the "fix or postpone" strategy.

- All strategies solve infeasible instances usually slower than feasible ones. It is explained by the fact that for a feasible instance we only need to find a feasible solution. In the case of an infeasible instance we have to enumerate much of the solution space.

- LP-based pruning rules significantly reduce the number of nodes and time for the solution of infeasible instances.

- In contrast to the conclusions in [SO08, Sim08], the disjunctive branching strategy brings the best results on average for both infeasible and feasible instances as well. However, usually it solves feasible instances extremely faster than infeasible ones. Combination of the disjunctive strategy with LP-based pruning rules improves the results.
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Table 3.6: Self-generated instances: Comparison of the efficiency of the branching strategies. Number of instances is 450, \( W = H = 1000, r_{\text{max}} = 2 \). The column w.% is the waste ratio (%), s.% is the amount of solved instances (%). The column \( n \) indicates the number of nodes for the CP algorithms, which were used in order to obtain the solution, \( t \) indicates the total time for the solution (in seconds). Algorithms: A–algorithm from [BR13]; B–\text{FixMinR}; C–\text{Dichotomy}; D–\text{Disjunctive}; E–\text{Disjunctive+LP-pair}.

<table>
<thead>
<tr>
<th>m</th>
<th>w.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>30</td>
<td>0</td>
<td>25228</td>
<td>111</td>
<td>0</td>
<td>92590</td>
<td>219</td>
<td>0</td>
<td>405957</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>0</td>
<td>4040</td>
<td>4</td>
<td>80</td>
<td>473691</td>
<td>96</td>
<td>80</td>
<td>321576</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0</td>
<td>1014</td>
<td>2</td>
<td>100</td>
<td>14065</td>
<td>31</td>
<td>100</td>
<td>4072</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>620</td>
<td>1</td>
<td>100</td>
<td>3824</td>
<td>7</td>
<td>100</td>
<td>1867</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>162</td>
<td>1</td>
<td>100</td>
<td>882515</td>
<td>71</td>
<td>100</td>
<td>464850</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>90</td>
<td>1</td>
<td>100</td>
<td>47</td>
<td>0</td>
<td>100</td>
<td>24</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0</td>
<td>86</td>
<td>1</td>
<td>100</td>
<td>27</td>
<td>0</td>
<td>100</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0</td>
<td>64</td>
<td>1</td>
<td>100</td>
<td>32</td>
<td>0</td>
<td>100</td>
<td>18</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>1</td>
<td>100</td>
<td>127</td>
<td>0</td>
<td>100</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>4120</td>
<td>5</td>
<td>88</td>
<td>158506</td>
<td>35</td>
<td>90</td>
<td>98346</td>
<td>38</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>70</td>
<td>47649</td>
<td>157</td>
<td>30</td>
<td>51</td>
<td>0</td>
<td>50</td>
<td>668702</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>0</td>
<td>9646</td>
<td>30</td>
<td>90</td>
<td>642493</td>
<td>77</td>
<td>90</td>
<td>34497</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>0</td>
<td>4454</td>
<td>12</td>
<td>90</td>
<td>2242836</td>
<td>106</td>
<td>90</td>
<td>622734</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>839</td>
<td>3</td>
<td>80</td>
<td>50</td>
<td>0</td>
<td>80</td>
<td>34</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>808</td>
<td>3</td>
<td>100</td>
<td>1222948</td>
<td>87</td>
<td>100</td>
<td>673449</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>624</td>
<td>2</td>
<td>90</td>
<td>29419</td>
<td>2</td>
<td>90</td>
<td>19693</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>100</td>
<td>293</td>
<td>2</td>
<td>70</td>
<td>105379</td>
<td>11</td>
<td>80</td>
<td>992271</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>100</td>
<td>136</td>
<td>1</td>
<td>70</td>
<td>35280</td>
<td>2</td>
<td>70</td>
<td>20659</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>100</td>
<td>185</td>
<td>1</td>
<td>100</td>
<td>397</td>
<td>0</td>
<td>100</td>
<td>318</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>7181</td>
<td>23</td>
<td>80</td>
<td>475428</td>
<td>31</td>
<td>83</td>
<td>371425</td>
<td>47</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>20</td>
<td>12658</td>
<td>69</td>
<td>60</td>
<td>1843387</td>
<td>153</td>
<td>60</td>
<td>1018281</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>6997</td>
<td>45</td>
<td>30</td>
<td>228</td>
<td>0</td>
<td>30</td>
<td>72</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>13318</td>
<td>88</td>
<td>60</td>
<td>227447</td>
<td>30</td>
<td>60</td>
<td>163268</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6580</td>
<td>36</td>
<td>50</td>
<td>4481</td>
<td>0</td>
<td>50</td>
<td>904</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>2115</td>
<td>10</td>
<td>20</td>
<td>1046538</td>
<td>97</td>
<td>20</td>
<td>558383</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1891</td>
<td>9</td>
<td>50</td>
<td>702698</td>
<td>48</td>
<td>50</td>
<td>591568</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>427</td>
<td>3</td>
<td>40</td>
<td>81423</td>
<td>7</td>
<td>40</td>
<td>54526</td>
<td>5</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>254</td>
<td>3</td>
<td>60</td>
<td>760</td>
<td>0</td>
<td>60</td>
<td>343</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>254</td>
<td>3</td>
<td>80</td>
<td>3669</td>
<td>0</td>
<td>90</td>
<td>1273222</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>7181</td>
<td>23</td>
<td>80</td>
<td>475428</td>
<td>31</td>
<td>83</td>
<td>371425</td>
<td>47</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>20</td>
<td>504</td>
<td>1</td>
<td>30</td>
<td>570085</td>
<td>79</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>15599</td>
<td>182</td>
<td>20</td>
<td>9159</td>
<td>1</td>
<td>30</td>
<td>2137570</td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>13824</td>
<td>130</td>
<td>50</td>
<td>2263726</td>
<td>159</td>
<td>50</td>
<td>767518</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>7106</td>
<td>81</td>
<td>50</td>
<td>68162</td>
<td>7</td>
<td>50</td>
<td>20546</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8258</td>
<td>87</td>
<td>10</td>
<td>96113</td>
<td>7</td>
<td>10</td>
<td>40529</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>10966</td>
<td>128</td>
<td>20</td>
<td>27837</td>
<td>4</td>
<td>20</td>
<td>12544</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>2121</td>
<td>20</td>
<td>10</td>
<td>1044759</td>
<td>79</td>
<td>10</td>
<td>475476</td>
<td>45</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>2673</td>
<td>30</td>
<td>40</td>
<td>534</td>
<td>0</td>
<td>40</td>
<td>225</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>537</td>
<td>6</td>
<td>60</td>
<td>2212</td>
<td>0</td>
<td>60</td>
<td>807</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>7635</td>
<td>82</td>
<td>31</td>
<td>390333</td>
<td>28</td>
<td>33</td>
<td>447255</td>
<td>51</td>
</tr>
</tbody>
</table>

Mean: 89 4762 26 70 291849 26 71 264788 35 99 176242 9 98 465666 9
Table 3.7: Self-generated instances. Algorithms: A – algorithm from [BR13]; B–PARTITON; C – PARTITION+LP-pair.

<table>
<thead>
<tr>
<th>m</th>
<th>w.%</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
<th>s.%</th>
<th>n</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0</td>
<td>70</td>
<td>30944</td>
<td>34</td>
<td>100</td>
<td>370132</td>
<td>15</td>
<td>100</td>
<td>352909</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>4040</td>
<td>4</td>
<td>100</td>
<td>25248</td>
<td>1</td>
<td>100</td>
<td>24173</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>1014</td>
<td>2</td>
<td>100</td>
<td>3813</td>
<td>0</td>
<td>100</td>
<td>3752</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>620</td>
<td>1</td>
<td>100</td>
<td>235</td>
<td>0</td>
<td>100</td>
<td>235</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>162</td>
<td>1</td>
<td>100</td>
<td>91</td>
<td>0</td>
<td>100</td>
<td>91</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>90</td>
<td>1</td>
<td>100</td>
<td>66</td>
<td>0</td>
<td>100</td>
<td>66</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>86</td>
<td>1</td>
<td>100</td>
<td>70</td>
<td>0</td>
<td>100</td>
<td>70</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>64</td>
<td>1</td>
<td>100</td>
<td>63</td>
<td>0</td>
<td>100</td>
<td>63</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>60</td>
<td>1</td>
<td>100</td>
<td>58</td>
<td>0</td>
<td>100</td>
<td>58</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>4120</td>
<td>5</td>
<td>100</td>
<td>4414</td>
<td>1</td>
<td>100</td>
<td>4237</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>70</td>
<td>47649</td>
<td>157</td>
<td>100</td>
<td>2184825</td>
<td>100</td>
<td>90</td>
<td>742171</td>
<td>122</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>9646</td>
<td>30</td>
<td>100</td>
<td>381132</td>
<td>15</td>
<td>100</td>
<td>378783</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>4454</td>
<td>12</td>
<td>100</td>
<td>183</td>
<td>0</td>
<td>100</td>
<td>183</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>839</td>
<td>3</td>
<td>100</td>
<td>1363</td>
<td>0</td>
<td>100</td>
<td>1363</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>808</td>
<td>3</td>
<td>100</td>
<td>125</td>
<td>0</td>
<td>100</td>
<td>125</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>624</td>
<td>2</td>
<td>100</td>
<td>128</td>
<td>0</td>
<td>100</td>
<td>128</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>293</td>
<td>2</td>
<td>100</td>
<td>123</td>
<td>0</td>
<td>100</td>
<td>123</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>136</td>
<td>1</td>
<td>100</td>
<td>117</td>
<td>0</td>
<td>100</td>
<td>117</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>183</td>
<td>1</td>
<td>100</td>
<td>130</td>
<td>0</td>
<td>100</td>
<td>130</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>7181</td>
<td>23</td>
<td>100</td>
<td>285347</td>
<td>12</td>
<td>98</td>
<td>124791</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>20</td>
<td>12658</td>
<td>69</td>
<td>90</td>
<td>1939020</td>
<td>90</td>
<td>70</td>
<td>323833</td>
<td>67</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>8967</td>
<td>45</td>
<td>100</td>
<td>6874</td>
<td>0</td>
<td>100</td>
<td>6571</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>13318</td>
<td>88</td>
<td>100</td>
<td>201</td>
<td>0</td>
<td>100</td>
<td>201</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>6580</td>
<td>36</td>
<td>100</td>
<td>201</td>
<td>0</td>
<td>100</td>
<td>201</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>2115</td>
<td>10</td>
<td>100</td>
<td>210</td>
<td>0</td>
<td>100</td>
<td>210</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1891</td>
<td>9</td>
<td>100</td>
<td>203</td>
<td>0</td>
<td>100</td>
<td>203</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>427</td>
<td>3</td>
<td>100</td>
<td>192</td>
<td>0</td>
<td>100</td>
<td>192</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>254</td>
<td>3</td>
<td>100</td>
<td>191</td>
<td>0</td>
<td>100</td>
<td>191</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>254</td>
<td>3</td>
<td>100</td>
<td>191</td>
<td>0</td>
<td>100</td>
<td>191</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>5162</td>
<td>29</td>
<td>98</td>
<td>216364</td>
<td>10</td>
<td>96</td>
<td>36865</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>348355</td>
<td>19</td>
<td>80</td>
<td>148984</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>15599</td>
<td>182</td>
<td>100</td>
<td>2714513</td>
<td>144</td>
<td>80</td>
<td>3594</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>13824</td>
<td>130</td>
<td>100</td>
<td>296</td>
<td>0</td>
<td>100</td>
<td>296</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>7106</td>
<td>81</td>
<td>100</td>
<td>298</td>
<td>0</td>
<td>100</td>
<td>298</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>8258</td>
<td>87</td>
<td>100</td>
<td>295</td>
<td>0</td>
<td>100</td>
<td>295</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>10966</td>
<td>128</td>
<td>100</td>
<td>324</td>
<td>0</td>
<td>100</td>
<td>324</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>2121</td>
<td>20</td>
<td>100</td>
<td>300</td>
<td>0</td>
<td>100</td>
<td>300</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>2673</td>
<td>30</td>
<td>100</td>
<td>306</td>
<td>0</td>
<td>100</td>
<td>306</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>537</td>
<td>6</td>
<td>100</td>
<td>278</td>
<td>0</td>
<td>100</td>
<td>278</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>7635</td>
<td>82</td>
<td>100</td>
<td>340551</td>
<td>18</td>
<td>95</td>
<td>17186</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean:</td>
<td>89</td>
<td>4762</td>
<td>26</td>
<td>99</td>
<td>177346</td>
<td>8</td>
<td>98</td>
<td>44253</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>
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Table 3.8: Instances from [Hop00, HT00]: Comparison of the efficiency of the branching strategies. \( W, H \) are the container sizes. The column \( n \) indicates the number of nodes which were used in order to obtain the solution. The column \( t \) indicates the total time for the solution (in seconds). Algorithms: A–algorithm from [BR13]; B–FixMinR; C–Dichotomy; D–Disjunctive; E–Disjunctive+LP-pair.

<table>
<thead>
<tr>
<th>Inst.</th>
<th>( m )</th>
<th>( W )</th>
<th>( H )</th>
<th>( n )</th>
<th>( t )</th>
<th>( n )</th>
<th>( t )</th>
<th>( n )</th>
<th>( t )</th>
<th>( n )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1_1</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>87</td>
<td>1</td>
<td>63</td>
<td>0</td>
<td>59</td>
<td>0</td>
<td>3529</td>
<td>0</td>
</tr>
<tr>
<td>C1_2</td>
<td>17</td>
<td>20</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C1_3</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>1590</td>
<td>3</td>
<td>17</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>1242</td>
<td>0</td>
</tr>
<tr>
<td>C2_3</td>
<td>25</td>
<td>40</td>
<td>15</td>
<td>9528</td>
<td>42</td>
<td>31</td>
<td>0</td>
<td>68</td>
<td>0</td>
<td>36735</td>
<td>2</td>
</tr>
<tr>
<td>N1a</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>19</td>
<td>1</td>
<td>40493</td>
<td>139</td>
<td>4476</td>
<td>18</td>
<td>48226</td>
<td>3</td>
</tr>
<tr>
<td>N1b</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>11</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N1c</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>12</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N1d</td>
<td>17</td>
<td>200</td>
<td>20</td>
<td>23</td>
<td>1</td>
<td>543</td>
<td>1</td>
<td>403</td>
<td>1</td>
<td>4093</td>
<td>0</td>
</tr>
<tr>
<td>N1e</td>
<td>17</td>
<td>200</td>
<td>23</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T1a</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>67958</td>
<td>253</td>
<td>16490</td>
<td>71</td>
<td>1151</td>
<td>0</td>
</tr>
<tr>
<td>T1b</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>23</td>
<td>1</td>
<td>543</td>
<td>1</td>
<td>403</td>
<td>1</td>
<td>4093</td>
<td>0</td>
</tr>
<tr>
<td>T1c</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>12</td>
<td>1</td>
<td>1318</td>
<td>4</td>
<td>386</td>
<td>1</td>
<td>314</td>
<td>0</td>
</tr>
<tr>
<td>T1d</td>
<td>17</td>
<td>200</td>
<td>13</td>
<td>1</td>
<td>81</td>
<td>0</td>
<td>67</td>
<td>0</td>
<td>931</td>
<td>0</td>
<td>931</td>
</tr>
<tr>
<td>T1e</td>
<td>17</td>
<td>200</td>
<td>6</td>
<td>1</td>
<td>3591</td>
<td>12</td>
<td>874</td>
<td>3</td>
<td>952</td>
<td>0</td>
<td>823</td>
</tr>
<tr>
<td>T2a</td>
<td>25</td>
<td>200</td>
<td>20</td>
<td>21090</td>
<td>102</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC1_1</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>275</td>
<td>1</td>
<td>119</td>
<td>0</td>
<td>99</td>
<td>0</td>
<td>11564</td>
<td>0</td>
</tr>
<tr>
<td>TC1_2</td>
<td>17</td>
<td>20</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>27</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td>530461</td>
<td>23</td>
</tr>
<tr>
<td>TC1_3</td>
<td>16</td>
<td>20</td>
<td>20</td>
<td>184</td>
<td>1</td>
<td>26</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>301</td>
<td>0</td>
</tr>
<tr>
<td>TC2_3</td>
<td>25</td>
<td>15</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>38</td>
<td>0</td>
<td>65</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TC3_1</td>
<td>28</td>
<td>60</td>
<td>30</td>
<td>-</td>
<td>-</td>
<td>73056</td>
<td>9</td>
<td>51363</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TC3_3</td>
<td>28</td>
<td>60</td>
<td>30</td>
<td>-</td>
<td>-</td>
<td>81169</td>
<td>131</td>
<td>62066</td>
<td>110</td>
<td>341063</td>
<td>17</td>
</tr>
<tr>
<td>TN1a</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>8</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3180</td>
<td>0</td>
</tr>
<tr>
<td>TN1b</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>14</td>
<td>1</td>
<td>126913</td>
<td>440</td>
<td>55748</td>
<td>202</td>
<td>3371</td>
<td>0</td>
</tr>
<tr>
<td>TN1c</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>9</td>
<td>1</td>
<td>104379</td>
<td>417</td>
<td>14233</td>
<td>74</td>
<td>569</td>
<td>0</td>
</tr>
<tr>
<td>TN1d</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>24</td>
<td>1</td>
<td>75129</td>
<td>228</td>
<td>40147</td>
<td>126</td>
<td>13663</td>
<td>1</td>
</tr>
<tr>
<td>TN1e</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>21</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>48800</td>
<td>3</td>
</tr>
<tr>
<td>TT1a</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>23</td>
<td>1</td>
<td>115</td>
<td>0</td>
<td>104</td>
<td>0</td>
<td>559</td>
<td>0</td>
</tr>
<tr>
<td>TT1b</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>24</td>
<td>1</td>
<td>75129</td>
<td>228</td>
<td>40147</td>
<td>126</td>
<td>13663</td>
<td>1</td>
</tr>
<tr>
<td>TT1c</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>20</td>
<td>1</td>
<td>466</td>
<td>1</td>
<td>188</td>
<td>1</td>
<td>352</td>
<td>0</td>
</tr>
<tr>
<td>TT1d</td>
<td>17</td>
<td>200</td>
<td>200</td>
<td>9</td>
<td>1</td>
<td>64</td>
<td>0</td>
<td>45</td>
<td>0</td>
<td>283</td>
<td>0</td>
</tr>
<tr>
<td>TT1e</td>
<td>17</td>
<td>200</td>
<td>13</td>
<td>1</td>
<td>52</td>
<td>0</td>
<td>31</td>
<td>0</td>
<td>1949</td>
<td>0</td>
<td>1704</td>
</tr>
<tr>
<td>TT2a</td>
<td>25</td>
<td>200</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TT2b</td>
<td>25</td>
<td>200</td>
<td>18987</td>
<td>124</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT1a</td>
<td>25</td>
<td>200</td>
<td>200</td>
<td>23</td>
<td>1</td>
<td>38239</td>
<td>131</td>
<td>15078</td>
<td>52</td>
<td>4627</td>
<td>0</td>
</tr>
<tr>
<td>TT1b</td>
<td>25</td>
<td>200</td>
<td>18987</td>
<td>124</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mean \( \text{TC1}_1-\text{TT2b} \): 1508 10 38334 103 18879 46 206968 11 160653 29
Chapter 4

Constraint Programming Approaches for 3D Orthogonal Packing

We consider the 3D orthogonal feasibility problem (OPP-3). Given a set of rectangular items, OPP-3 is to decide whether all items can be orthogonally packed into the given rectangular container. We propose an approach based on the ideas of the known recent constraint programming (CP) approaches for OPP-2 and adapt 1D relaxation bounds based on linear programming (LP) into the constraint propagation process of the CP. Numerical results demonstrate the efficiency of the proposed strategies and of the combination of CP and LP-based pruning rules.

Keywords: constraint programming, linear programming, column generation.

4.1 Introduction

The task under consideration is as follows: m 3-dimensional items with sizes \((w^1_i, w^2_i, w^3_i)\) are to be packed into a container \((W^1, W^2, W^3)\). The input data are:

- container sizes \(W^d \in \mathbb{Z}_+\) for \(d \in D := \{1, \ldots, 3\}\);
- index set of items \(I := \{1, \ldots, m\}\);
- items sizes \(w^d_i \in \{1, \ldots, W^d\}\) for \(i \in I\) and \(d \in D\).

The 3-dimensional orthogonal packing feasibility problem (OPP-3) [BR13] asks whether all the items can be orthogonally packed into the container without rotations. The guillotine constraint [MAVdC10, CJM08] is not considered. All input data are positive integers. This problem can be easily generalized for higher or reduced down to two dimensions, so sometimes it will be mentioned without an indication of the dimension.

In the case when the items cannot be packed into the container, it is enough to declare a negative response, otherwise the solution is a feasible packing layout with
all items allocated orthogonally and non-overlapped within the container. OPP is a subproblem in solution methods for orthogonal bin packing (BPP) and knapsack problems (OKP) [FS04a, BB07, PS07]. OPP is polynomially equivalent to the orthogonal strip-packing problem (SPP) [Hif98, AVPT09, KIN+09].

4.1.1 Formulation of OPP-3 and overview of solution methods

Suppose we have a coordinate system with origin (0, 0, 0) and axes 1, 2, 3 which are associated with \( W^1 \), \( W^2 \), \( W^3 \)-sides of the container, respectively.

Let us introduce sets of variables \( X^d := \{ x^d_i : i \in I \} \) with \( d \in D \), which represent the allocation points for the items in directions 1, 2, 3, respectively. An assignment of certain values to the variables is feasible in the sense of OPP-3, if the following constraints are satisfied:

\[
\begin{align*}
x^d_i + w^d_i & \leq x^d_j \lor x^d_j + w^d_j \leq x^d_i, \quad \text{for at least one } d, \, \forall (i, j) \in I \times I : \, i < j; \quad (4.1) \\
0 \leq x^d_i & \leq W^d_i - w^d_i, \quad i \in I, \, d \in D; \quad (4.2) \\
x^d_i & \in \mathbb{Z}^+, \quad i \in I, \, d \in D. \quad (4.3)
\end{align*}
\]

It is assured that items do not overlap, constraints (4.1), and lie within the container, constraints (4.2).

**Definition 4.1.** If there exist values of the variables \( X^d \) with \( d \in D \), so that constraints (4.1)-(4.3) are satisfied then the corresponding instance is called feasible, otherwise infeasible.

Formulation (4.1)-(4.3) is a valid non-linear integer model of OPP-3 which is derived from that of OPP-2 proposed in [CJM08, PS07]. In order to solve OPP-2 in that formulation, some constraint programming methods are successfully applied, which leads to the best results today [CJM08, SO08, Sim08, BCDP11, PS07, KMP10]. The approaches can be divided into two groups, the first one fixes the coordinates of items [CJM08, SO08, Sim08], the other fixes the mutual position of items [PS07, SO08, Sim08, BCDP11]. All described approaches for OPP-2 are discussed in [MSB12a] also together with some linear programming lower bounds.

One of the reasons of the success of the constraint programming paradigm is the efficient constraint propagation technique. In every node of the search tree it tries to decide whether the set of constraints (4.1)-(4.3) is consistent. In other words, it tries to prove the infeasibility of the current partial solution when certain values are assigned to some variables or domains of possible values of the variables are restricted. If an inconsistency of the set of constraints cannot be proven then the procedure tries to reduce the domain of possible values for the variables.

There exist many ILP models [Bea85, Pad00, BB07, BKRS09] for OPP-3 based on different representations of feasible solutions. Exact solution of OPP-3 in ILP formulations in cited papers is difficult because of the weak LP bounds of some models [Pad00], quadratic number of intersection variables, and/or pseudo-polynomial number of position-indexed variables [Bea85, BB07] in some models.
4.1.2 Relaxations and bounds for OPP

In order to decide whether an instance of OPP is infeasible, sometimes it is enough to compute a lower bound, e.g., volume bounds, dual-feasible functions (DFF) [CAvC10a], conservative scales (CS) [FS04b, BKRS13], or to solve a relaxation, e.g., 1D bar relaxations [Sch99, BKRS09], and relaxations of ILP models. All of the mentioned bounds are discussed in [BKRS13].

The 1D bar relaxation [Sch99, BKRS09] is a double relaxation of OPP-2. Firstly, we divide the container and items into 1D bars with unit thickness. Further we formulate the minimization problem over the number of used 1D bars which are needed to pack all the split items without repetition in a single bar. Secondly, we formulate a set-partitioning model of the above 1D problem, continuously relax it, and solve it by the column generation method [KZ51, GG61, GG63]. The 1D bar relaxation bound can be further strengthened [BKRS09] by additional information, i.e., from a probing procedure which restricts the set of items combined in the bars.

Up to now, there were only few efforts to use the bar relaxation in an algorithm for OPP. In [BR13] the 1D bar relaxation bounds were integrated into a modified interval-graph algorithm from [FS04a]. The bound was also tightened in each dimension using the overlapping information from the graphs. This extended information was used in the column generation. The tightened bound was applied in every node of the branching tree.

In [MSB12a] the 1D bar relaxation bounds were integrated into the constraint propagation procedure of various constraint programming approaches. The 1D bar relaxation starting from simple ones, the 1D bar relaxation on the information obtained from different types of contour, and completed by sophisticated ones, the 1D bar relaxation with forbidden pairs and feasible item allocation intervals, was applied in every node of the branching tree. This lead in some cases to increased solution time but in most cases to reduced number of branching decisions, especially for infeasible instances.

4.1.3 Our contributions

Inspired by the results [MSB12a] of the state-of-the-art constraint programming approaches for OPP-2, we investigate, modify and transform them into solution methods for OPP-3. We discuss basics of the algorithm in Section 4.2 and propose some minor modifications in Section 4.3. We compare the basic branching strategy (fix at the lower bound or increase the lower bound also known as 'schedule or postpone') with the most successful according to [MSB12a] disjunctive strategy in Section 4.4. In Section 4.5 we propose new pruning rules based on relaxations [Sch99, BKRS09] of four types: a simple 1D bar relaxation with different stock lengths, a 1D bar relaxation, a 2D slice relaxation and a 1D slice-bar relaxation with forbidden item pairs. The input data for the bar relaxations is obtained from the local partial solution, the information from the constraint propagation procedure, and the relative positions of the items in the container. Section 4.6 reports numerical results and conclusions.
In order to simplify the following description we introduce operator \( \oplus_3 \) as \( d \oplus_3 k := (d + k - 1) \mod 3 + 1 \).

Similarly to [CJM08, MSB12a] for OPP-2, here we solve the OPP-3 as three scheduling problems. Let be given sets \( A^d := \{ A^d_1, \ldots, A^d_m \} \) of activities with \( d \in D \) and three types of resources of \( W^1, W^2, W^3 \) units. Each of activities \( A^d_i \) with \( d \in D \) and \( i \in I \) has its time interval \( [\text{start}^d_i, \text{end}^d_i] \), where activity \( A^d_i \) can start, and \( \text{end}^d_i \) is the latest point of time where activity \( A^d_i \) can end. Each activity \( A^d_i \in A^d \) has its level of consumption \( w_p^{i}w_q^{i} \) of resource \( W^pW^q \) with \( p := \min\{d \oplus_3 1, d \oplus_3 2\} \) and \( q := \max\{d \oplus_3 1, d \oplus_3 2\} \).

Activities \( A^d_i \in A^d \) have durations \( w_d^{i} \).

**Definition 4.2.** A schedule is called continuous, if in the schedule each activity is not interrupted during the execution, and cumulative, if all activities are consuming the same resource.

At every discrete point of time the resource capacity is limited by a certain value and must not be exceeded.

Let us now superpose each feasible start time point of activity \( A^d_i \) with variables \( X^d \) then \( x^d_i \in [\text{start}^d_i, \text{end}^d_i - w_d^{i}] \cap \mathbb{Z} = [\lfloor x^d_i \rfloor, \lceil x^d_i \rceil] \cap \mathbb{Z} \), i.e., \( [\lfloor x^d_i \rfloor, \lceil x^d_i \rceil] \) are feasible domains for variables. If now we assume that \( x^d_i := 0, \lceil x^d_i \rceil := W^d - w_d^{i} \) with \( i \in I \) and \( d \in D \), all three schedules are cumulative and continuous, and if constraints (4.1) for variables from \( X^d \) are satisfied then the model based on three scheduling problems connected through constraints (4.1) is a feasible model of OPP-3.

The formulation of OPP-3 modeled by the three scheduling problems is solved by the branch-and-bound method, i.e., a binary branching tree \( T := (V, E) \) is built. Two nodes \( u, v \in V \) differ by the local set of branching restrictions. Based on the kind of branching restrictions, various branching strategies are possible.

### 4.3 Minor modifications

In this section we consider minor modifications of the basic algorithm, which are applied in each node of the branching tree as raster points and local preprocessing or only in the root node as initial preprocessing.

#### 4.3.1 Raster points

It is often excessive to consider for a variable \( p \) each point from its domain \( [p, \overline{p}] \cap \mathbb{Z} \). For instance, if we have only three activities with durations 4, 7, 9 then a schedule with starting point 5 has never to be considered. The points which are of interest are called raster points [Sch08] and are calculated as follows:

\[
R^d(N) := \{ 0 \leq x \leq N : x = \sum_{i \in I} w_d^i a_i, \ a_i \in \{0, 1\}, \ i \in I \}, \quad d \in D.
\]
In the book [Sch08], the author proposes an approach of a reduction of the number of raster points by consideration of a reduced set of raster points.

\[ \tilde{R}^d(N) := \{ \max\{k \in R^d(N) : k \leq N - r\} : r \in R^d(N)\}, \quad d \in D. \]

In order to obtain raster points which are situated to the left and to the right of a point \( \alpha \), let us consider for each \( d \in D \) the following definitions:

\[ R^d(\alpha, N) := \max\{\beta \in \tilde{R}^d(N) : \beta \leq \alpha\}, \quad \tilde{R}^d(\alpha, N) := \min\{\beta \in \tilde{R}^d(N) : \beta \geq \alpha\} \]

Let \( R^d(\alpha) := R^d(\alpha, W^d) \). Further we propose some preprocessing, branching strategies and pruning approaches which use raster points and reduced set of raster points.

### 4.3.2 Initial preprocessing

The procedure of initial preprocessing is performed only once for the root node. The idea of the procedure is to eliminate some symmetrical and equivalent solutions which can satisfy constraints (4.1)-(4.3). The results of the procedure are additional constraints which are appended to model (4.1)-(4.3) or replace some of its constraints. Similar procedure was proposed in [MMBS11] for the 1D contiguous bin packing problem (CBPP-1). For further restrictions refer to papers [BM03, CCM07].

In order to eliminate the solutions which are obtained through the symmetry over the vertical and horizontal lines going over the middle of the container, we apply

\[ x_{i^*}^d \leq \left\lfloor \frac{W^d - w_{i^*}^d}{2} \right\rfloor, \quad d \in D, \quad i^* := \min\{i \in Q\}, \]

where \( Q := \{i \in I : \prod_{k=1}^3 w_i^k = \max\{\prod_{k=1}^3 w_i^k : i \in I\}\} \) is the index set of the items with the largest volume.

Let \( F^d := \{(i, j) \in I \times I : i < j \land w_i^d + w_j^d > W^d\} \) be the sets of item pairs which do not fit together in direction \( d \in D \). Then instead of (4.1), the following constraints are applied.

\[ x_i^k + w_i^k \leq x_j^k \lor x_j^k + w_j^k \leq x_i^k, \quad \text{for at least one } k \in \{d \oplus_3 1, d \oplus_3 2\}, (i, j) \in F^d; \]
\[ x_i^d + w_i^d \leq x_j^d \lor x_j^d + w_j^d \leq x_i^d, \quad \text{for at least one } d, (i, j) \in (I \times I) \setminus \bigcup_{k=1}^3 F^k : i < j. \]

If two items \( i \) and \( j \) with \( i < j \) are identical, i.e., \( w_i^d = w_j^d \) for all \( d \in D \) then we apply the following constraints:

\[ x_i^1 < x_j^1 \lor x_i^2 < x_j^2 \lor x_i^3 < x_j^3, \quad (i, j) \in I \times I : i < j, \quad w_i^d = w_j^d, \quad \forall d \in D. \]

Instead of constraints (4.2), the following constraints are applied:

\[ 0 \leq x_i^d \leq R^d(W^d - w_i^d), \quad i \in I, \quad d \in D. \quad (4.4) \]
If $\exists d \in D, i, j \in I \times I: i < j \land w_i^d + w_j^d > W^d$ then set

$$
(i^*, j^*) := \arg\max \left\{ \prod_{k=1}^3 w_i^k + \prod_{k=1}^3 w_j^k : (i,j) \in I \times I : i < j, w_i^d + w_j^d > W^d \right\}
$$

and apply the following constraints only for the smallest $d$:

$$
x_{i^*}^p + w_{i^*}^p \leq x_{j^*}^p \lor x_{i^*}^q + w_{i^*}^d \leq x_{j^*}^q, \quad p := d \oplus_3 1, \quad q := d \oplus_3 2.
$$

### 4.3.3 Local preprocessing

This type of preprocessing is performed for each node of the branching tree. The main idea is to reduce the feasible domain of variables to the smallest possible size. In terms of the constraint programming paradigm the local preprocessing is called constraint propagation [Apt03]. Since for the solution of our model we use ILOG CP (see Section 4.6 for further details), the local preprocessing is done automatically for each node of the branching tree after its creation.

### 4.4 New branching strategies

According to [MSB12a], the branching strategies can be divided into two groups. First group of branching strategies operates with variable domains. The other group branches on mutual positions of items. Here we propose two branching strategies. The first one, FixMin3 fixes item coordinates, the other one, Relations3, branches on mutual positions of items. Refer to Section 4.6.1 for an experimental study of the strategies.

#### 4.4.1 Schedule-or-postpone

Let $u$ be a node$^1$ of the branching tree $T := (V,E)$. Node $u$ is also called a subproblem. If a value is assigned to a variable then the variable is called fixed and the job is scheduled. Let $\bar{I}^d := \{i \in I : x_i^d \neq \bar{x}_i^d\}$ for $d \in D$ be index sets of unfixed variables from $X_d$. Herewith, $I^d := I \setminus \bar{I}^d$ are the index sets of fixed variables.

The ideas of the approach are coming from [CJM08] and were also discussed in [MSB12a]. The transformed strategy is a 3-step approach where the variables from $X^1$ are fixed first, and the variables from $X^2$, $X^3$ are fixed next, see Algorithm 4.1.

An important issue is the selection of a branching variable from unfixed ones, steps 1 and 2. It is based on the following observation. If we pack all large items at first instead of packing all items in an arbitrary order then we can usually faster obtain the inconsistency of the system (4.1)-(4.3), if any, because we do not lose much effort during the allocation of small items.

---

$^1$Note that here and further we omit the subscript notion of node $u$ in the definition of sets in order to simplify the description. Note that all sets, which are considered here and further are defined within node $u$. 
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As soon as the variable for branching is selected, it is fixed to the value, which is equal to its lower bound (the first branch) or the lower bound for its domain is increased (the second branch), see step 3.

In order to describe the algorithm in a simpler way let us introduce an ordering relation on the variables, so \( x_i^d < x_j^d \Rightarrow i < j \) for \( i, j = 1, \ldots, m, d \in D \).

**Algorithm 4.1 (FixMin3). Adaptation of the branching rule for OPP-2 from [CJM08] to OPP-3.**

*Input data: A node \( u \in V \).*

*Output data: Descendant nodes \( v_1, v_2 \).*

1. If \( \exists d \in D: \bar{I}^d \neq \emptyset \) then set \( d = \min\{k \in D : \bar{I}^k \neq \emptyset \} \), and:

\[
P := \{ x_i^d \in X^d : i \in \bar{I}^d, \prod_{k=1}^{3} w_{i}^k = \max \{ \prod_{k=1}^{3} w_{i}^k : i \in \bar{I}^d \} \},
\]

and goto step 2, else goto Exit.

2. Select the variable with the smallest lower bound for its domain and then with the lowest index:

\[
p := \min \{ p \in \argmin \{ p : p \in P \} \}.
\]

3. **Definition of the descendant nodes:**

\[
v_1: \overline{p} := p \ (schedule); \]

\[
v_2: p := \overline{R}^d(p + 1) \ (postpone).
\]

The following statement is true.

**Lemma 4.1.** The depth of the branching tree by FixMin3 is \( O(m(W^1 + W^2 + W^3)) \).

### 4.4.2 3-dimensional relations

The branching strategy is oriented on the relation of item pairs \( (i, j) \) with \( i, j \in I \) and \( i < j \). Let \( R_{i,j} := R_{i,j}(d) \subseteq \{ l^k, \bar{l}^k, r^k, \bar{r}^k : k \in D \} \) where the notions \( l^k, \bar{l}^k, r^k, \bar{r}^k \) imply the following inequalities:

\[
\begin{align*}
l_k & \leftrightarrow x_i^k + w_i^k \leq x_j^k, \\
\bar{l}_k & \leftrightarrow x_i^k + w_i^k \geq x_j^k + 1, \\
r_k & \leftrightarrow x_j^k + w_j^k \leq x_i^k, \\
\bar{r}_k & \leftrightarrow x_j^k + w_j^k \geq x_i^k + 1,
\end{align*}
\]

Figures 4.1a-4.1f show by the blue colored volumes the feasible locations of an item \( j \), for \( R_{i,j} = \{ l^d \}, \{ r^d \} \) with \( d \in D \), respectively. Now, we associate with each node \( u \in V \) the set \( \mathcal{R}(u) := \{ R_{i,j} : (i, j) \in I \times I \land i < j \} \) of relations for the item pairs.
In order to prioritize item pairs selected for branching let us introduce a pairs ordering denoted by symbol $\sqsupseteq$. Suppose $(p, q), (r, k) \in I \times I$: $p < q$ and $r < k$. So, $(p, q) \sqsupseteq (r, k)$, iff $\prod_{i=1}^{3} w^d_p > \prod_{i=1}^{3} w^d_r \lor (\prod_{i=1}^{3} w^d_q = \prod_{i=1}^{3} w^d_r \land \prod_{i=1}^{3} w^d_k > \prod_{i=1}^{3} w^d_k) \lor (\prod_{i=1}^{3} w^d_p = \prod_{i=1}^{3} w^d_r \land \prod_{i=1}^{3} w^d_q = \prod_{i=1}^{3} w^d_k \land p < r)$.

The main idea of the relations strategy in the 3-dimensional case is to fix a mutual relation for every item pair, see Algorithm 4.2. After a pair is selected, see steps 1, 2, we select a relation to fix for this pair, step 3. At last, when every item pair got a relation, a packing layout (item coordinates) can be computed. If the items lie within the container bounds then the layout is feasible.

In order to simplify the description of the algorithm let us define the set of all item pairs with no fixed $l^k$ or $r^k$ relations:

$$\mathcal{R} := \{ R \subseteq \{l^d, r^d, \bar{l}^d, \bar{r}^d: \ d \in D \}: \ R = \emptyset \lor \{l^d, r^d: \ d \in D\} \cap R \neq \emptyset \}. $$
Algorithm 4.2 (RELATIONS3). Creation of two descendants of a node \( u \in V \) according to the relations principle.

Input data: A node \( u \in V \).
Output data: Descendant nodes \( v_1, v_2 \).

1. If \( \exists R_{i,j} \in R(u) : R_{i,j} \in R \) then set:
   \[ P := \{(i, j) \in I \times I : i < j \land R_{i,j} \in R\}, \]
   else goto Exit.
2. Selection of the pair to branch:
   \[ (i, j) := \min \{(i, j) \in P\}. \]
3. Definition of the descendant nodes:
   \( t^d \notin R_{i,j} \land \bar{t}^d \notin R_{i,j} \):
   \[ v_1 : R(v_1) := R(u) \cup \{t^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 1\}, \]
   \[ v_2 : R(v_2) := R(u) \cup \{\bar{t}^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 1\}. \]
   If \( t^d \in R_{i,j} \lor \bar{t}^d \in R_{i,j} \):
   \[ v_1 : R(v_1) := R(u) \cup \begin{cases} \{t^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 2\} \cup \{\bar{t}^{d-1}\}, \quad \text{if } d \leq 2; \\ \{\bar{t}^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 1\}, \quad \text{if } d = 3. \end{cases} \]
   \[ v_2 : R(v_2) := R(u) \cup \begin{cases} \{\bar{t}^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 2\} \cup \{\bar{t}^{d-1}\}, \quad \text{if } d \leq 2; \\ \{t^d\} \cup \{\bar{t}^k, \bar{t}^k : k = 1, \ldots, d - 1\}, \quad \text{if } d = 3. \end{cases} \]

Figure 4.2: Binary branching tree corresponding to RELATIONS3.

Once we have fixed all mutual locations of items, the domain of variables from \( X^d \) with \( d \in D \) can still contain not just a single value. It depends on the quality of the local preprocessing procedure, see Section 4.3.3. Note that the local preprocessing
4.5 Advanced constraint propagation

In this section we consider and propose different pruning rules. Some of them were discussed in [Sch99, BKRS09]. Each of them is at least a double relaxation (LP-pair is a triple relaxation). By all of them we relax the 3-dimensionality and go to the 1D case, so 1D relaxation is obtained. Thereafter, we solve the continuous relaxations of the set-partitioning formulation [KZ51, GG61, GG63] of the obtained 1D relaxation.

Let us introduce the notation of a contour and a block-structure. Related but different notions of contour were proposed in [Sch95] for 2D packing layouts. For a node $u \in V$ of the branching tree we assume that items in the $d$-direction with $d \in D$ are fixed and there are fixed items in the $p$-direction, $p = \min\{\oplus_3 1, d \oplus_3 2\}$. Let $I^d_r$ be the set of items whose projection on $d$-th axis contains a point $r \in [0, W^d)$. Further we introduce $\delta^d_{r,i}$ which indicates whether an item $i$’s coordinate contains point $r$ as follows:

$$\delta^d_{r,i} := \begin{cases} 1, & \text{if } i \in I^d_r; \\ 0, & \text{otherwise}; \end{cases}$$

The items which are fixed in the $d$-direction and contains point $t$ can be defined as follows:

$$I^d_r(t) := \{i \in I^d_r \cap I^p : t \in [x^p_i, x^p_i + w^p_i), p := \min\{d \oplus_3 1, d \oplus_3 2\}\},$$

where set $I^p$ is the set of fixed items over the $p$-direction, which was defined in Section 4.4.1.

**Definition 4.3.** The $X^d$-contour $C^d_r$ with $d \in D$ corresponding to a node $u \in V$ is the graph of the function

$$C^d_r(t) := \sum_{i \in I^d_r(t)} w^q_i, \quad t \in [0, W^p), \quad \left\{ \begin{array}{l} p := \min\{d \oplus_3 1, d \oplus_3 2\}; \\ q := \max\{d \oplus_3 1, d \oplus_3 2\}. \end{array} \right.$$ 

$C^d_r(t)$ is a step function with, in general, some discontinuity points in $(0, W^p)$. Let the sequence $\{\chi_k\}_{k=1}^{s+1}$ contain exactly all the discontinuity points and the border values, such that $0 = \chi_1 < \chi_2 < \ldots < \chi_{s+1} = W^p$, i.e.,

$$\lim_{t \to \chi_k - 0} C^d_r(t) \neq \lim_{t \to \chi_k + 0} C^d_r(t) = C^d_r(\chi_k), \quad k \in \{2, \ldots, s\}.$$
where \( s + 1 \) is the number of jump discontinuity points in \((0, W^p)\) plus two border points. For convenience, let

\[
C^d_r(W^p) := \lim_{t \to W^p - 0} C^d_r(t).
\]

Assigned to an interval \([\chi_k, \chi_{k+1}]\) with \( k \in S := \{1, \ldots, s\} \) we define a block as the rectangle in \([\chi_k, \chi_{k+1}] \times [0, W^q]\) lying above \( C^d_r \), see Figure 4.3.

**Definition 4.4.** The \( k \)-th block corresponding to a contour \( C^d_r \) is the rectangle \([\chi_k, \chi_{k+1}] \times [C^d_r(\chi_k), W^q]\), denoted by \((\chi_k, \lambda_k, \rho_k)\), where \( \lambda_k := W^q - C^d_r(\chi_k) \), and \( \rho_k := \chi_{k+1} - \chi_k \).

In terms of scheduling, the \( k \)-th block represents the non-used resource of type \( q \) in direction \( p \). Papers [BSM08, MMBS11] define a related notion of slice describing the complete layout in the period \([\chi_k, \chi_{k+1}]\). Here a block is a part of a slice.

**Definition 4.5.** The sequence of blocks \( \{(\chi_k, \lambda_k, \rho_k)\}_{k=1}^s \) is called the block-structure corresponding to a contour \( C^d_r \) and is denoted by \( S_\parallel \).

**Remark 4.1.** There exists exactly one block-structure for each \( d \in D \).

Further in this section we consider four types of LP-based approaches. The first one, named LP-cont, uses the information concerning the fixed items. The LP-slice approach creates a 2D relaxation where we cut the container into slices. The LP-bar approach creates a 1D bar relaxation where the container is cut into 1D stitches. The LP-pair approach is a double relaxation where at first, 3D container is cut into 2D slices and then these slices are cut into 1D bins. All of the relaxations except LP-cont are tightened with the forbidden item pair sets which are obtained from fixed mutual locations for items in pairs. Herewith, LP-cont is applied with \text{FixMin3} and the others are applied with \text{RELATIONS3}.

![Figure 4.3: Contour of a packing in p-axis for a fixed \( d \in D \) and \( r \in \tilde{R}^d(W^d) \).](image-url)
4.5.1 1D bar relaxation from contour (LP-cont)

Here we propose a pruning rule which is applied with FixMin3. Let \( I_d^p := \{ i \in I_d : x_d^p = 1 \}, \) \( p := \min\{d \oplus 3, 1, d \oplus 3, 2\} \) be the set of fixed items over axis \( p \) with fixed \( d \in D \). Let us consider the partial solution of a node \( u \in V \). Items from \( I_d^p \) give us the information concerning the \( X_r^d \)-contour. Based on the \( X_r^d \)-contour the corresponding block-structure \( S_{||} \) is build.

The input information for the 1D bar relaxation is constructed as follows. Each block \((\chi_k, \lambda_k, \rho_k)\) with \( k \in S \) is considered as a set of bins with length \( \lambda_k \) and quantity \( \rho_k \). In addition to the obtained bins, we also consider one extra type 0 of bins with \( \chi_0 := W^p, \lambda_0 := W^q, \rho_0 := \infty \). In the 2D case each 2D item has a certain geometrical location. Here we relax this condition and consider instead of 2D items 1D items with \( \text{lengths} \: w_i^d \) and quantities \( w_i^p \) with \( i \in \tilde{I}_d^p \), where \( \tilde{I}_d^p := I_d^p \setminus I_d^p \) is the index set of the unfixed items.

The 1D bar relaxation can be described as follows. In order to describe a packing of the bins with obtained items let us introduce packing patterns in the following manner. For each 1D bin of type \( k \in S \cup \{0\} \) let \( J_k \) denote the index set of all binary vectors \( a_i^{j,k} := (a_{i1}^{j,k}, \ldots, a_{im}^{j,k}) \in \{0, 1\}^m \) with

\[
a_{i}^{j,k} = 0, \quad \forall i \in I_r^d, \quad \sum_{i \in I_r^d} w_i^d a_{i}^{j,k} \leq \lambda_k, \quad j \in J_k, \tag{4.5}
\]

where the \( i \)-th component \( a_{i}^{j,k} \) of vector \( a_i^{j,k} \) in the case of \( a_{i}^{j,k} = 1 \) indicates the \( j \)-th pattern of type \( k \) which contains one 1D item of type \( i \in I \). Whether item \( i \)’s \( x^p \)-coordinate is fixed, is indicated in the following model by

\[
\tilde{\delta}_{r,i}^d := \begin{cases} 
0, & \text{if } i \in I_r^d, \\
1, & \text{if } i \in \tilde{I}_r^d.
\end{cases}
\]

The main idea of the approach consists in minimizing the number of used bins of type 0. If at least a small part of that type of bins is used then there exists no packing of residual items \( \tilde{I}_r^d \) which fit into the container, and hence, subproblem \( u \in V \) is infeasible.

Let us formulate the following continuous relaxation of the set-partitioning model [KZ51, GG61, GG63] of the 1D multiple-capacity bin packing problem\(^2\) (MCBPP-1) on vectors (4.5) and variables \( y_i^{j,k} \) with \( j \in J_k \) and \( k \in S \cup \{0\} \) which indicate the intensity of usage of packing patterns as follows:

\[
y_{r}^{d,*} = \min \sum_{j \in J_0} y_{r}^{j,0}, \quad \text{s.t.} \tag{4.6}
\]

\[
\sum_{k=0}^{s} \sum_{j \in J_k} a_{i}^{j,k} y_{r}^{j,k} = w_i^p \tilde{\delta}_{r,i}^d, \quad i \in I_r^d; \tag{4.7}
\]

\[
\sum_{j \in J_k} y_{r}^{j,k} \leq \rho_k, \quad k \in S; \tag{4.8}
\]

\[
y_{r}^{j,k} \geq 0, \quad k \in S \cup \{0\}, \quad j \in J_k. \tag{4.9}
\]

\(^2\)Usually, the 1D multiple stock size cutting stock problem (MSSCSP-1) [WHS07, AV08] is considered.
This problem is called the 1D bar relaxation.

The formulation (4.6)-(4.9) is an LP problem which is solved by the column generation method [KZ51, GG61, GG63, AV08]. The solution process is started from the initial set of variables (columns), which contains \( m \) variables with a large coefficient in the objective function for each constraint (4.7), and initial dual simplex multipliers \( d := (d_1, \ldots, d_s) \) determined by a feasible basic solution of (4.6)-(4.9).

The restricted master problem of (4.6)-(4.9) contains variable pools for each type of columns. Each iteration consists of the generation of a column (slave problem) for each pool, its addition into the corresponding pool, and execution of the simplex method on the restricted master problem.

The generation of a column is aimed to maximize the sum of the dual simplex multipliers which is done by the solution of the following 0-1 linear programs:

\[
\bar{c}_0 = 1 - \max \left\{ \sum_{i \in \bar{I}^{p}_d} d_i a_i : \sum_{i \in \bar{I}^{p}_d} w_i a_i \leq \lambda_0, \ a_i \in \{0,1\} \right\}; \tag{4.10}
\]

\[
\bar{c}_k = - \max \left\{ d_{m+k} + \sum_{i \in \bar{I}^{p}_r} d_i a_i : \sum_{i \in \bar{I}^{p}_r} w_i a_i \leq \lambda_k, \ a_i \in \{0,1\} \right\}, \ k \in S. \tag{4.11}
\]

Coefficients \( \bar{c}_0, \bar{c}_k \) are also called reduced costs. Each column with a negative reduced cost can improve the value of the objective function and can be added to the pool at each step. But we add only the column with the smallest reduced cost, i.e., \( \arg\min \{\bar{c}_0, \bar{c}_k : \ k \in S\} \), since that shows the better solution time. Thus, on each step \( s + 1 \) slave 0-1 linear programs are solved.

The variables which correspond to type 0 of bins have the coefficient in the objective function equal to 1, in contrast to the obtained ones. The column generation process is performed as long as there exists a column which can improve the value of the objective function. That means \( -\bar{c}_k > \epsilon \) for some \( k \in S \cup \{0\} \) where \( \epsilon > 0 \) is a small enough constant.

Decision rule LP-cont is applied according to the following lemma.

**Lemma 4.3.** If \( \exists d \in D \) and \( r \in \tilde{R}^d(W^d) \) such that \( y^{d,r}_i > \epsilon, \ \epsilon > 0 \) then there exists no feasible packing of items \( \tilde{I}^d_r \) into container with fixed items \( I^p \) into container with sizes \( (W^1, W^2, W^3) \).
following manner. For each 1D bin of type $d$ let $J^d$ denote the index set of all binary vectors $a_i^{d,j} := (a_{i1}^{d,j}, \ldots, a_{im}^{d,j}) \in \{0, 1\}^m$ with
\[
\sum_{i \in I} w_i^d a_i^{d,j} \leq W^d, \quad a_f^{d,j} + a_g^{d,j} \leq 1, \quad (f, g) \in F^p \cup F^q, \quad j \in J^d,
\]  
(4.12)
where the $i$-th component $a_i^{d,j}$ of vector $a^{d,j}$ in the case of $a_i^{d,j} = 1$ indicates the $j$-th pattern of type $d$ which contains one 1D item of type $i \in I$; $F^d$ is a set of item pairs which do not fit together in the $d$-direction ($F^d$ is defined in Section 4.3.2). In contrast to (4.5), here the components of the vector do not depend on the fixed items but on the fixed mutual relations.

The main idea of the approach is to minimize the number of used 1D bins in order to pack all the obtained 1D items from $I$. If this number exceeds the number $W^p W^q$ of the available 1D bins then there exist no packing of items from $I$ with the fixed mutual relations which affect sets $F^p$ and $F^q$.

Let us formulate the following continuous relaxation of the set-partitioning model of BPP-1 on vectors (4.12) and variables $y^{d,j}$ with $j \in J^d$ which indicate the intensity of usage of packing patterns as follows:
\[
y^{d,*} = \sum_{j \in J^d} y^{d,j} \rightarrow \min, \text{ s.t. } \sum_{j \in J^d} a_i^{d,j} y^{d,j} = w_i^p w_i^q, \quad y_{i,j}^{d} \geq 0, \quad i \in I, \quad j \in J^d, \quad d \in D.
\]  
(4.13)

The formulations (4.13) are LP problems which are solved by the column generation method. In order to solve the relaxation problems the following 0-1 linear programs are solved:
\[
\bar{\epsilon}^d = 1 - \max \left\{ \sum_{i \in I} d_i b_i^d : \sum_{i \in I} w_i^d b_i^d \leq W^d, \quad b_f^d + b_g^d \leq 1, \quad (f, g) \in F^p \cup F^q, \right. 
\]
\[
\left. p := d \oplus_3 1, \quad q := d \oplus_3 2, \quad b_i^d \in \{0, 1\} \right\}; \quad (4.14)
\]
Binary variables $b_i$ denote the fact that item $i \in I$, is used in the $d$-th pattern. If $-\bar{\epsilon}^d \geq \epsilon$ then the current basis is optimal, otherwise a new column is included.

Decision rule LP-bar is applied according to the following lemma.
Lemma 4.4. If $\exists d \in D$ such that $y^{d,*} - W^pW^q > \epsilon$, $\epsilon > 0$ with $p := d \oplus_3 1$, $q := d \oplus_3 2$ then there exists no feasible packing of items $I$ into container $(W^1, W^2, W^3)$ with fixed relations $\mathcal{R}(u)$.

### 4.5.3 2D slice relaxation (LP-slice)

The following pruning rule is applied with RELATIONS3 and proposed in [Sch99]. Here we consider the 3-dimensional pattern which is cut in selected direction $d \in D$ into the set of 2D slices with thickness of 1 unit having $W^pW^q$ area units where $p := d \oplus_3 1$ and $q := d \oplus_3 2$, see Fig. 4.4b. The set of the 3D items is considered as a set of 1D items with length $w^p_i w^q_d$ and quantity $w^d_i$, where $i \in I$.

In order to describe a feasible packing of the 2D slices with the obtained 1D items we introduce packing patterns in the following manner. For each 2D slice of type $d$ let $J^d$ denote the index set of all binary vectors $a^{d,j} := (a^{d,j}_1, \ldots, a^{d,j}_m) \in \{0, 1\}^m$ with

$$\sum_{i \in I} w^p_i w^q_d a^{d,j}_i \leq W^p W^q, \quad a^{d,j}_j + a^{d,j}_g \leq 1, \quad (f, g) \in F^d, \quad j \in J^d, \quad (4.15)$$

where the $i$-th component $a^{d,j}_i$ of vector $a^{d,j}$ in the case of $a^{d,j}_i = 1$ indicates the $j$-th pattern of type $d$ which contains one 1D item of type $i \in I$.

Further we omit the condition that each slice has its fixed position and try to minimize the number of used 2D bins while all the obtained from $I$ 1D items are packed. Let us formulate the following continuous relaxation of the set-partitioning model of BPP-1 on vectors (4.15) and variables $y^{d,j}$ with $j \in J^d$ which indicate the intensity of usage of packing patterns as follows:

$$y^{d,*} = \sum_{j \in J^d} y^{d,j} \rightarrow \min, \text{ s.t. } \sum_{j \in J^d} a^{d,j}_i y^{d,j} = w^d_i, \quad y^{d,j}_i \geq 0, \quad i \in I, \quad j \in J^d, \quad d \in D. \quad (4.16)$$

Formulations (4.16) are LP problems which are solved by the column generation method. In order to solve the relaxation problems the following 0-1 linear programs are solved:

$$c^d = 1 - \max\{\sum_{i \in I} d_i b^d_i : \sum_{i \in I} w^p_i w^q_d b^d_i \leq W^p W^q, \quad b^d_j + b^d_g \leq 1, \quad (f, g) \in F^d, \quad p := d \oplus_3 1, \quad q := d \oplus_3 2, \quad b^d_i \in \{0, 1\}\} \quad (4.17)$$

where $d := (d_1, \ldots, d_m)$ is the vector of the simplex multipliers.

Decision rule LP-slice is applied according to the following lemma.

**Lemma 4.5.** If $\exists d \in D$ such that $y^{d,*} - W^d > \epsilon$, $\epsilon > 0$ then there exists no feasible packing of items $I$ into container $(W^1, W^2, W^3)$ with fixed relations $\mathcal{R}(u)$.

**Remark 4.2.** The experiential study shows that LP-bar prunes non of the subproblems while the solution of the test instances.

Herewith, we do not present the results of the approaches with LP-bar in Section 4.6.
4.5.4 1D slice-bar relaxation with forbidden pairs (LP-pair)

Here we propose a pruning rule which is applied with RELATIONS3. In the subsequent description we will need extra definitions of item pairs based on different observations.

Let for a fixed $d \in D$ and $r \in \hat{R}^d(W^d)$:

$$G_{r,k}^d := \{(i,j) \in I_r^d \times I_r^d : i < j, (\overrightarrow{w}_i + \overrightarrow{w}_j \leq \overrightarrow{a}_i + \overrightarrow{a}_j, \overrightarrow{w}_i + \overrightarrow{w}_j \leq \overrightarrow{a}_k)\}, \quad k \in \{d \oplus 1, d \oplus 2\},$$

be the set of item pairs, which do not overlap over $k$-th axis.

Sets of item pairs which do not overlap in each direction for a fixed $d \in D$ and $r \in \hat{R}^d(W^d)$, are defined as follows:

$$F_{r,k}^d := \{(i,j) \in I_r^d \times I_r^d : i < j, \mathcal{R}_{i,j} \subseteq \{i^k, r^k\}\}, \quad d \in \{2,3\}.$$

If an item $i$ has an obligatory part which will have a projection over $d$-axis then it is indicated by:

$$\theta_d^i := \begin{cases} 1, \text{ if } x_i^d + w_i^d - \overrightarrow{a}_i^d > 0; \\ 0, \text{ otherwise}, \end{cases}$$

The set of overlapping item pairs in $k$-th axis for a fixed $d \in D$, and $r \in \hat{R}^d(W^d)$ is defined as follows:

$$P_{r,k}^d := \{(i,j) \in I_r^d \times I_r^d : i < j, \theta_d^i = 1, \overrightarrow{w}_i^k - \overrightarrow{a}_i^k > \overrightarrow{x}_i^k, \overrightarrow{w}_j^k > \overrightarrow{x}_j^k\},$$

where $k \in \{d \oplus 1, d \oplus 2\}$.

The input information for the 1D bar relaxations is constructed as follows. For every $d \in D$ and $r \in \hat{R}^d(W^d)$ we have a 2D container $(W^p, W^q)$ in the section of a plane $p0q$ going through $r$, where $p := \min\{d \oplus 1, d \oplus 2\}$ and $q := \max\{d \oplus 1, d \oplus 2\}$. This 2D container is considered as a set of 1D bins with length $W^p$ and quantity $W^q$. Instead of 3D items $(w_i^p, w_i^q, w_i^q)$ with $i \in I_r^d$, which intersect the plane $p0q$ going through $r$ we consider only 2D items $(w_i^p, w_i^q)$. Instead of them we consider 1D items with lengths $w_i^p$ and quantities $w_i^q$ where $i \in I_r^d$. Similarly, we define the 1D bins for the other direction $q$, i.e., 1D bins with length $W^p$ and quantity $W^q$, and 1D items with lengths $w_i^p$ and quantities $w_i^q$.

In order to describe the 1D bar relaxations we define vertical and horizontal patterns. Let for each vertical bin, $J^p$ denote the index set of binary vectors $a^j := (a_1^j, \ldots, a_m^j) \in \{0,1\}^m$ with

$$\sum_{i \in I} w_i^q a_i^j \leq W^q, \quad a_1^j + a_m^j \leq 1, \quad (f,g) \in F_{r}^{dp} \cup P_{r}^{dp} \cup G_{r}^{dp}, \quad j \in J^p, \quad (4.18)$$

and let for horizontal bins, $J^q$ denote the index set of binary vectors $b^i := (b_1^i, \ldots, b_m^i) \in \{0,1\}^m$ with

$$\sum_{i \in I} w_i^q b_i^j \leq W^p, \quad b_1^j + b_m^j \leq 1, \quad (f,g) \in F_{r}^{dq} \cup P_{r}^{dq} \cup G_{r}^{dq}, \quad j \in J^q. \quad (4.19)$$
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4.6. Numerical study

The similar idea from Section 4.5.1 underlies the following 1D bar relaxations. Let us formulate for $d \in D$ and $r \in \bar{R}^d(W^d)$ the following continuous relaxations of the set-partitioning model of MCBPP-1 on vectors (4.18), (4.19) and variables $y^j$ with $j \in J^p$ and $z^j$ with $j \in J^q$ which indicate the intensity of usage of vertical and horizontal packing patterns, respectively:

$$y^{d,p,*}_r = \sum_{j \in J^p} y^j \rightarrow \min, \text{ s.t. } \sum_{j \in J^p} a^i_j y^j = w^d_i \delta^p_{r,i}; \ y^j_i \geq 0, \ i \in I, \ j \in J^d_p. \quad (4.20)$$

$$z^{d,q,*}_r = \sum_{j \in J^q} z^j \rightarrow \min, \text{ s.t. } \sum_{j \in J^q} b^i_j z^j = w^d_i \delta^q_{r,i}; \ z^j_i \geq 0, \ i \in I, \ j \in J^d_q. \quad (4.21)$$

Formulations (4.20) and (4.21) are LP problems which are solved by the column generation method. In order to solve the relaxation problems the following 0-1 linear programs are solved:

$$\bar{c}^{d,p}_r = 1 - \max \{ \sum_{i \in I^p_r} d^i a^i : \sum_{i \in I^p_r} w^q_i a^i \leq W^q, \ a_f + a_g \leq 1, \ (f, g) \in F^{d,p}_r \cup P^{p,q}_r \cup G^{d,p}_r, \ a_i \in \{0, 1\} \}; \quad (4.22)$$

$$\bar{c}^{d,q}_r = 1 - \max \{ \sum_{i \in I^q_r} d^i b^i : \sum_{i \in I^q_r} w^p_i b^i \leq W^p, \ b_f + b_g \leq 1, \ (f, g) \in F^{d,q}_r \cup P^{p,q}_r \cup G^{d,q}_r, \ a_i \in \{0, 1\} \}; \quad (4.23)$$

where $d := (d_1, \ldots, d_m)$ is the vector of the simplex multipliers.

Decision rule LP-pair is applied according to the following lemma.

Lemma 4.6. If $\exists d \in D$ and $r \in \bar{R}^d(W^d)$ such that $y^{d,p,*}_r + z^{d,q,*}_r - W^p - W^q > \epsilon, \ \epsilon > 0$, $p := \min\{d \oplus 1, d \oplus 3 2\}$ and $q := \max\{d \oplus 1, d \oplus 3 2\}$ then there exists no feasible packing of items $I$ with fixed relations.

4.6 Numerical study

In this section we discuss numerical experiments for pure OPP-3 instances.

The algorithm was implemented as a single-threaded application in C++ based on Visual Studio 2008, compiler version 9.0.30729, on an AMD Athlon 64 Dual Core 4200+ (2.2 GHz) CPU. IBM ILOG CPLEX 12.1 was used as an LP and ILP solver. ILOG CP 1.6 with ILOG Scheduler 6.8 was used as a constraint programming framework. The test instances, detailed results and source code are available on the CaPaD website\(^3\) and in [MSB12b].

The slave problems (4.10)-(4.11) were solved by the dynamic programming approach with strong bounds [MPT99], implementation of which was taken from the personal website\(^4\) of D. Pisinger. The slave problems (4.20)-(4.21) were solved as the

\(^3\)http://www.math.tu-dresden.de/~capad

\(^4\)http://www.diku.dk/~pisinger
0-1 knapsack problem with forbidden pairs of items by our own implementation of a branch-and-bound approach.

Time limit for each instance and method was set to 900 seconds. Here we consider results for the proposed branching strategies and the interval graph algorithm from [BR13]. Note that the algorithms can be compared with respect the percentage of the solved instances and solution time but not the number of nodes. In Tables 4.1–4.5 the number of nodes and time are the mean values over solved instances. From a rational number we take only the integer part without rounding.

4.6.1 Self-generated OPP-3 instances

There is a lack in the literature concerning the OPP-3 instances. The OPP-3 instances [BKRS09, BR13] are to our knowledge the single open published instances. They were generated by similar principles as in [BR13]. Here we test the proposed algorithms on these instances and compare the results with the interval graph algorithm from that paper.

The test package consists of 1260 instances of OPP-3, both infeasible and feasible ones as well. The package is divided into three classes with different maximal items side ratios $r_{\text{max}}$, i.e., $r_{\text{max}} = 1, 3, 20$. Each of these classes is further divided into subclasses according to the waste ratio from 0 to 40 with step 2. Container is a cube with side length 1000. Number of items $m = 15, 20$.

Tables 4.1–4.5 show the number of proven feasible, proven infeasible, and unsolved instances for each waste class. For the solution of the instances from [BR13], the authors limited the time up to 1 minute but took a faster computer. We limit the time by 5 min, so the comparison remains fair.

Since it does not make sense to compare the number of nodes, the efficiency indicators for the algorithms are the number (or ratio) of proven instances and the overall mean time for the solution.

4.7 Conclusions

Here we proposed constraint programming approaches for 3-dimensional orthogonal packing problems and adapted linear programming-based pruning rules of different types into the constraint propagation process of the constraint programming.

The main theoretical and experimental observations are the following.

- The relations strategy is very effective for instances with the maximal relation of item sides greater than 1, so not cubes.

- On average and in particular the relations strategy is stronger than the algorithm from [BR13] even without using LP-based pruning rules with the constraint propagation.

- The schedule-or-postpone strategy is very bad at finding a feasible solution, if there exists at least one.
• The 1D bar relaxation from a contour increases the efficiency of the schedule-or-
postpone strategy but the overall efficiency remains not sufficient.

• The 2D slice relaxation is very weak relaxation, so it prunes non of the subprob-
lems while the solution of the test instances.

• The 1D slice-bar relaxation with forbidden pairs effects instances with a greater
items sizes ratio.
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Table 4.1: Self-generated instances: $W = H = 1000$, $r_{\text{max}} = 1.3, 20$, number of instances is 630 for each $m = 15, 20$. Column w.% indicates the waste ratio (%), fe the amount of proven feasible instances, in the amount of proven infeasible instances, un the amount of unsolved instances, $n$ the number of nodes, and $t$ the total time for the solution (in seconds).

<table>
<thead>
<tr>
<th>$r_{\text{max}}$</th>
<th>$m = 15$</th>
<th>$m = 20$</th>
<th>$m = 15$</th>
<th>$m = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>le</td>
<td>in</td>
<td>un</td>
<td>n</td>
</tr>
<tr>
<td>------------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>--</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>0</td>
<td>9</td>
<td>8256</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>7</td>
<td>827816</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>4103</td>
</tr>
<tr>
<td>34</td>
<td>4</td>
<td>2</td>
<td>2470845</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>3521468</td>
</tr>
<tr>
<td>38</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>1476826</td>
</tr>
<tr>
<td>40</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>2199938</td>
</tr>
</tbody>
</table>

In the table, Table 4.1, the total time for the solution (in seconds) is presented in columns $t$. The amount of proven feasible instances is indicated in columns $fe$. The amount of proven infeasible instances is shown in columns $in$. The number of unsolved instances is given in columns $un$. The total number of nodes is represented in columns $n$.
Table 4.2: Comparison of the approaches ($m = 15$), $r_{\text{max}} = 1.3$.

<table>
<thead>
<tr>
<th>$r_{\text{max}}$ w.</th>
<th>Algorithm [BR13]</th>
<th>RELATIONS3</th>
<th>RELATIONS3+LP-pair</th>
<th>RELATIONS3+LP-bar</th>
<th>FixMIN3</th>
<th>FixMIN3+LP-cont</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 10 0 1 0 0 10 0 1 0</td>
<td>0 10 0 2 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
</tr>
<tr>
<td>2</td>
<td>0 10 0 1 0 0 10 0 22349</td>
<td>0 10 0 22336</td>
<td>10 0 10 0</td>
<td>10 0 10 0</td>
<td>10 0 10 0</td>
<td>10 0 881 3</td>
</tr>
<tr>
<td>4</td>
<td>0 10 0 1 0 0 10 0 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
</tr>
<tr>
<td>6</td>
<td>0 10 0 1 0 0 10 0 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
</tr>
<tr>
<td>8</td>
<td>0 10 0 1 0 0 10 0 364865</td>
<td>0 10 0 27740</td>
<td>10 0 9 1</td>
<td>18799 30</td>
<td>10 0 10 0</td>
<td>27740 4</td>
</tr>
<tr>
<td>10</td>
<td>0 10 0 1 0 0 10 0 989541</td>
<td>25</td>
<td>0 8 2</td>
<td>10 0 10 0</td>
<td>989541 103</td>
<td>0 9 1</td>
</tr>
<tr>
<td>12</td>
<td>0 10 0 1 0 0 10 0 247735</td>
<td>85</td>
<td>0 7 3</td>
<td>10 0 8 2</td>
<td>754147 67</td>
<td>0 7 3</td>
</tr>
<tr>
<td>14</td>
<td>0 10 0 1 0 0 10 0 2505817</td>
<td>61</td>
<td>0 8 2</td>
<td>10 0 9 1</td>
<td>583396 51</td>
<td>0 8 2</td>
</tr>
<tr>
<td>16</td>
<td>0 10 0 1 0 0 10 0 0 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0 10 0 1 0 0 10 0 2</td>
<td>0 10 0 2 0</td>
<td>0 10 0 2 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0 10 0 1 0 0 10 0 3308180</td>
<td>80</td>
<td>0 8 2</td>
<td>10 0 8 2</td>
<td>65918 39</td>
<td>0 8 2</td>
</tr>
<tr>
<td>22</td>
<td>0 10 0 1 0 0 10 0 8097633</td>
<td>196</td>
<td>0 4 6</td>
<td>10 0 7 3</td>
<td>4433651 315</td>
<td>0 4 6</td>
</tr>
<tr>
<td>24</td>
<td>0 10 0 1 0 0 10 0 8 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0 10 0 1 0 0 10 0 3308180</td>
<td>80</td>
<td>0 8 2</td>
<td>10 0 8 2</td>
<td>65918 39</td>
<td>0 8 2</td>
</tr>
<tr>
<td>28</td>
<td>0 10 0 1 0 0 10 0 8097633</td>
<td>196</td>
<td>0 4 6</td>
<td>10 0 7 3</td>
<td>4433651 315</td>
<td>0 4 6</td>
</tr>
<tr>
<td>30</td>
<td>0 10 0 1 0 0 10 0 8 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0 10 0 1 0 0 10 0 3308180</td>
<td>80</td>
<td>0 8 2</td>
<td>10 0 8 2</td>
<td>65918 39</td>
<td>0 8 2</td>
</tr>
<tr>
<td>34</td>
<td>0 10 0 1 0 0 10 0 8097633</td>
<td>196</td>
<td>0 4 6</td>
<td>10 0 7 3</td>
<td>4433651 315</td>
<td>0 4 6</td>
</tr>
<tr>
<td>36</td>
<td>0 10 0 1 0 0 10 0 8 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>0 10 0 1 0 0 10 0 8 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0 10 0 1 0 0 10 0 8 2</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td>0 10 0 1 0</td>
<td></td>
</tr>
</tbody>
</table>

The table is continued on the next page.
Table 4.3: Comparison of the approaches \((m = 15)\), \(r_{\text{max}} = 3, 20\). Continuation.

<table>
<thead>
<tr>
<th>(r_{\text{max}}) w.%</th>
<th>Algorithm [BR13]</th>
<th>(\text{Relations3})</th>
<th>(\text{Relations3+LP-pair})</th>
<th>(\text{Relations3+LP-bar})</th>
<th>(\text{FixMin3})</th>
<th>(\text{FixMin3+LP-cont})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(22)</td>
<td>0 6 4 1 0</td>
<td>0 10 0 5063 0</td>
<td>0 10 0 4735 9</td>
<td>0 10 0 5063 1</td>
<td>0 8 2 12063 0</td>
<td>0 8 2 12063 35</td>
</tr>
<tr>
<td>(24)</td>
<td>0 3 7 1 0</td>
<td>3 7 0 45388 1</td>
<td>3 7 0 40667 62</td>
<td>3 7 0 45388 3</td>
<td>0 2 8 1 4 1 0</td>
<td>0 3 7 1 0</td>
</tr>
<tr>
<td>(26)</td>
<td>2 4 4 31195 50</td>
<td>5 5 0 4546 0</td>
<td>5 5 0 4482 5</td>
<td>5 5 0 4546 1</td>
<td>0 6 4 1 0</td>
<td>0 6 4 1 0</td>
</tr>
<tr>
<td>(28)</td>
<td>2 3 5 8617 12</td>
<td>6 4 0 6345 9</td>
<td>6 4 0 6335 9</td>
<td>6 4 0 6345 1</td>
<td>0 2 8 1 0</td>
<td>0 3 7 1 0</td>
</tr>
<tr>
<td>(30)</td>
<td>4 2 4 37616 73</td>
<td>7 3 0 2431 1</td>
<td>7 3 0 2431 0</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(32)</td>
<td>4 2 4 39973 70</td>
<td>8 2 0 171 0</td>
<td>8 2 0 171 0</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(34)</td>
<td>10 0 0 19298 30</td>
<td>10 0 0 150 0</td>
<td>10 0 0 150 0</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(36)</td>
<td>7 2 1 13635 21</td>
<td>8 2 0 271 0</td>
<td>8 2 0 271 0</td>
<td>0 1 9 1 0</td>
<td>1 2 7 820 0</td>
<td></td>
</tr>
<tr>
<td>(38)</td>
<td>9 0 1 47905 96</td>
<td>10 0 0 16700 58</td>
<td>10 0 0 16708 3</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(40)</td>
<td>10 0 0 12282 21</td>
<td>10 0 0 179 0</td>
<td>10 0 0 179 0</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(42)</td>
<td>22 156 32 9580 14</td>
<td>38 172 0 436 1</td>
<td>38 172 0 436 1</td>
<td>0 1 9 1 0</td>
<td>0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>(44)</td>
<td>91 463 76 8519 14</td>
<td>134 481 15 575045 14</td>
<td>133 460 37 2893 4</td>
<td>133 470 27 130539 10</td>
<td>1 398 231 33846 2</td>
<td>4 436 190 1507 5</td>
</tr>
</tbody>
</table>

Continuation...
Table 4.4: Comparison of the approaches \((m = 20), r_{\text{max}} = 1,3.\)

| \(r_{\text{max}}\) w.\% | \(f_{\text{e in un}}\) | \(n\) | \(t\) | \(f_{\text{e in un}}\) | \(n\) | \(t\) | \(f_{\text{e in un}}\) | \(n\) | \(t\) | \(f_{\text{e in un}}\) | \(n\) | \(t\) | \(f_{\text{e in un}}\) | \(n\) | \(t\) | \(f_{\text{e in un}}\) | \(n\) | \(t\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 0 | 10 | 0 | 1 | 0 | 0 | 9 | 1 | 739914 | 21 | 0 | 8 | 2 | 1 | 0 | 0 | 10 | 0 | 1 | 0 | 0 | 8 | 2 | 1 | 0 | 0 | 8 | 2 | 1 | 0 |
| 2 | 0 | 10 | 0 | 1 | 0 | 0 | 10 | 0 | 1432273 | 40 | 0 | 8 | 2 | 1 | 0 | 0 | 10 | 0 | 1 | 0 | 0 | 8 | 2 | 1 | 0 | 0 | 8 | 2 | 1 | 0 |
| 4 | 0 | 10 | 0 | 1 | 0 | 0 | 8 | 2 | 2 | 0 | 0 | 8 | 2 | 1 | 0 | 0 | 10 | 0 | 1 | 0 | 0 | 8 | 2 | 1 | 0 | 0 | 8 | 2 | 1 | 0 |
| 6 | 0 | 10 | 0 | 1 | 0 | 0 | 9 | 1 | 9720029 | 257 | 0 | 3 | 7 | 2 | 0 | 0 | 8 | 2 | 329235 | 46 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 |
| 8 | 0 | 10 | 0 | 1 | 0 | 0 | 9 | 1 | 1505353 | 39 | 0 | 8 | 2 | 2 | 0 | 0 | 9 | 1 | 2 | 0 | 0 | 8 | 2 | 1 | 0 | 0 | 8 | 2 | 1 | 0 |
| 10 | 0 | 10 | 0 | 1 | 0 | 0 | 7 | 3 | 4615989 | 121 | 0 | 6 | 4 | 2 | 0 | 0 | 8 | 2 | 2 | 0 | 0 | 6 | 4 | 1 | 0 | 0 | 6 | 4 | 1 | 0 |
| 12 | 0 | 10 | 0 | 1 | 0 | 0 | 8 | 2 | 1581705 | 46 | 0 | 7 | 3 | 1 | 0 | 0 | 7 | 3 | 2 | 0 | 0 | 7 | 3 | 1 | 0 | 0 | 7 | 3 | 1 | 0 |
| 14 | 0 | 10 | 0 | 1 | 0 | 0 | 6 | 4 | 2951354 | 77 | 0 | 5 | 5 | 2 | 0 | 0 | 5 | 5 | 2 | 0 | 0 | 5 | 5 | 1 | 0 | 0 | 5 | 5 | 1 | 0 |
| 16 | 0 | 10 | 0 | 1 | 0 | 0 | 9 | 1 | 13130264 | 349 | 0 | 1 | 9 | 2 | 0 | 0 | 2 | 8 | 1476112 | 77 | 0 | 1 | 9 | 1 | 0 | 0 | 1 | 9 | 1 | 0 |
| 18 | 0 | 9 | 1 | 0 | 0 | 5 | 5 | 7570159 | 199 | 0 | 3 | 7 | 2 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 |
| 20 | 0 | 10 | 0 | 1 | 0 | 0 | 7 | 3 | 2 | 0 | 0 | 7 | 3 | 2 | 0 | 0 | 7 | 3 | 2 | 0 | 0 | 7 | 3 | 2 | 0 | 0 | 7 | 3 | 1 | 0 |
| 22 | 0 | 9 | 1 | 1 | 0 | 1 | 3 | 6 | 7807724 | 216 | 0 | 2 | 8 | 2 | 0 | 1 | 2 | 7 | 324894 | 41 | 0 | 2 | 8 | 1 | 0 | 0 | 2 | 8 | 1 | 0 |
| 24 | 0 | 6 | 4 | 1 | 0 | 1 | 2 | 3 | 5 | 5282384 | 152 | 0 | 3 | 7 | 2 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 |
| 26 | 0 | 6 | 4 | 1 | 0 | 2 | 0 | 8 | 2779 | 0 | 2 | 0 | 8 | 2779 | 2 | 0 | 2 | 0 | 8 | 2779 | 2 | 0 | 2 | 0 | 8 | 2779 | 2 | 0 | 2 | 0 | 8 | 2779 | 2 |
| 28 | 0 | 4 | 6 | 1 | 0 | 3 | 2 | 5 | 209 | 1 | 3 | 2 | 5 | 209 | 1 | 3 | 2 | 5 | 209 | 1 | 3 | 2 | 5 | 209 | 1 | 3 | 2 | 5 | 209 | 1 | 3 | 2 | 5 | 209 | 1 |
| 30 | 0 | 8 | 2 | 1 | 0 | 2 | 0 | 8 | 209 | 0 | 0 | 2 | 8 | 209 | 0 | 0 | 2 | 8 | 209 | 0 | 0 | 2 | 8 | 209 | 0 | 0 | 2 | 8 | 209 | 0 | 0 | 2 | 8 | 209 | 0 |
| 32 | 0 | 5 | 5 | 1 | 0 | 4 | 0 | 6 | 6058 | 0 | 4 | 0 | 6 | 6058 | 4 | 0 | 4 | 0 | 6 | 6058 | 4 | 0 | 4 | 0 | 6 | 6058 | 4 | 0 | 4 | 0 | 6 | 6058 | 4 |
| 34 | 0 | 4 | 6 | 1 | 0 | 6 | 2 | 2 | 614993 | 70 | 6 | 2 | 2 | 614993 | 22 | 0 | 2 | 8 | 1 | 0 | 0 | 2 | 8 | 1 | 0 | 0 | 2 | 8 | 1 | 0 | 0 | 2 | 8 | 1 | 0 |
| 36 | 0 | 8 | 2 | 1 | 0 | 8 | 1 | 1 | 2686 | 0 | 8 | 1 | 1 | 2686 | 1 | 8 | 1 | 1 | 2686 | 0 | 0 | 1 | 9 | 1 | 0 | 0 | 1 | 9 | 1 | 0 | 0 | 1 | 9 | 1 | 0 |
| 38 | 0 | 0 | 10 | - | - | 0 | 0 | 0 | 373 | 0 | 10 | 0 | 0 | 373 | 1 | 10 | 0 | 0 | 373 | 0 | 0 | 0 | 10 | - | - | 0 | 0 | 10 | - | - | 0 | 0 | 10 | - | - |
| 40 | 2 | 3 | 5 | 93325 | 63 | 6 | 3 | 1 | 261 | 0 | 6 | 3 | 1 | 261 | 0 | 6 | 3 | 1 | 261 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 | 0 | 3 | 7 | 1 | 0 |

The table is continued on the next page.
### Table 4.5: Comparison of the approaches ($m = 20$), $r_{\text{max}} = 3, 20$. Continuation.

<table>
<thead>
<tr>
<th>Algorithm [BR13]</th>
<th>RELATIONS3</th>
<th>RELATIONS3+LP-pair</th>
<th>RELATIONS3+LP-bar</th>
<th>FixMin3</th>
<th>FixMin3+LP-cont</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_{\text{max}}$ w.</td>
<td>$f_{\text{in un}}$</td>
<td>$n$</td>
<td>$t$</td>
<td>$f_{\text{in un}}$</td>
</tr>
<tr>
<td>22</td>
<td>0 2 8 1 0 6 3 1 295161 8</td>
<td>4 3 3 323126 94</td>
<td>6 3 1 295161 27</td>
<td>0 2 8 1 0 0 3 7 1 0</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0 0 10 - - 9 1 0 916731 26</td>
<td>7 1 2 1707 1</td>
<td>9 1 0 916731 96</td>
<td>0 1 9 1 0 0 1 9 1 0</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0 0 10 - - 9 1 0 1826858 52</td>
<td>8 1 1 55229 5</td>
<td>8 1 1 19182 3</td>
<td>0 3 7 1 0 0 3 7 1 0</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0 0 10 - - 10 0 0 2788 0</td>
<td>10 0 0 2788 0</td>
<td>2 8 1 0 0 2 8 1 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0 1 9 1 0 9 1 0 292 0</td>
<td>9 1 0 305 0</td>
<td>9 1 0 292 0</td>
<td>0 0 10 -- 0 1 9 1 0</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0 1 9 1 0 9 1 0 1317 1</td>
<td>9 1 0 20022 1</td>
<td>9 1 0 1317 0</td>
<td>2 8 7 0 0 2 8 1 0</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0 0 10 - - 10 0 0 329 0</td>
<td>10 0 0 334 0</td>
<td>10 0 0 329 0</td>
<td>0 0 10 -- 0 0 10 - -</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0 0 10 - - 10 0 0 327 0</td>
<td>10 0 0 331 0</td>
<td>10 0 0 327 0</td>
<td>0 0 10 -- 0 0 10 - -</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>0 0 10 - - 10 0 0 321 0</td>
<td>10 0 0 328 0</td>
<td>10 0 0 321 0</td>
<td>0 0 10 -- 0 0 10 - -</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1 0 9 57122 25</td>
<td>10 0 0 330 0</td>
<td>10 0 0 336 0</td>
<td>0 0 10 -- 0 0 10 - -</td>
<td></td>
</tr>
</tbody>
</table>
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Table 4.5 provides a comparison of the approaches for $m = 20$, $r_{\text{max}} = 3, 20$. The table includes columns for each algorithm, along with metrics such as $f_{\text{in un}}$, $n$, and $t$. The entries represent the performance of each algorithm in terms of these metrics across different scenarios.
Summary and Outlook

The thesis is devoted to the $\mathcal{NP}$-hard problems of higher-dimensional orthogonal packing and related problems. The main problems we solve here are the two- and three-dimensional strip packing and feasibility, and the one-dimensional contiguous bin packing.

Given an $\mathcal{NP}$-hard problem of integer linear programming, it is extremely important to find the facets of the convex hull of its integer solutions. In the unlikely case, if the full description of the convex hull is found, then the problem becomes polynomially solvable. Even if some facets of the convex hull are found, it helps to tighten the linear programming relaxation, which leads to the better stability, efficiency, and performance characteristics of the solution methods. Thus, finding the facets is significant, both from theoretical and practical perspectives. One successful attempt in this direction of a search for facets for a particular model of the two-dimensional strip packing and hence feasibility problems is done in the thesis. We proposed a new integer linear programming model and found two classes of facets under appropriate assumptions. As predicted, the new branch-and-cut approach has better stability, efficiency, and performance characteristics.

In the discrete optimization the development of models with tighter linear programming bounds has a crucial significance, since it impacts the stability, efficiency and performance characteristics of the solution methods. If possible, Dantzig-Wolfe decomposition is a classical tool to make an integer linear programming model stronger. But, it leads to a different formulation where sometimes the properties of the solved problem are difficult to deliver. In the thesis, we considered this decomposition for the one-dimensional contiguous bin packing problem and tackled the difficulty related to the heterogeneity and contiguity constraints. As a result, we came up with new branch-and-price approaches, which have a very good efficiency, and have a great potential for the further development and propagation to higher-dimensions.

Nonlinear modeling of the higher-dimensional packing process is more natural and less complicated. It requires an appropriate modeling tool. Recently, the leading role of such a tool for discrete optimization problems has been acquiring constraint programming. Being a synergy, it inherits the results in mathematics, operations research, and computer science. One of a few weaknesses of constraint programming is a week relaxation bound. This we accomplished to excel in the thesis by tightening the constraint propagation with the multilevel relaxations – smaller-dimensional relaxation of the solved problem first, Dantzig-Wolfe decomposition next, and linear programming relaxation at the end. We proposed new constraint programming approaches for the two- and three-dimensional strip packing and feasibility problems, which are distin-
guished by different solution search strategies and a tightened constraint propagation, yielding very good numerical results.

Concerning the thesis, the following research directions seem to be of great interest:

- What further facets exist? This question is of highly interest from the theoretical and practical perspectives. However, we must admit that the number of facet classes can be polynomially unbounded.

- The propagation of the branch-and-price approach to higher-dimensions can be possibly done by branchings. Tackling all dimensions in one model leads to nonlinearity in the constraint set.

The higher-dimensional orthogonal packing and related problems considered in the thesis remain still very hard, despite our achieved results. It is explained by the fact that they are \( \mathcal{NP} \)-hard. Therefore, the following two issues are relevant. From practice, the effectiveness of a solution method for a problem is always a trade-off between the generality of the method and a deep investigation of the concrete problem structure. From theory, we still do not know whether \( \mathcal{P} \neq \mathcal{NP} \), but in both resolutions of this problem the modeling issues and exact approaches will remain up-to-date.
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