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“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.”

Richard P. Feynman
ABSTRACT

Ultrashort, nearly monochromatic hard X-ray pulses enrich the understanding of the dynamics and function of matter, e.g., the motion of atomic structures associated with ultrafast phase transitions, structural dynamics and (bio)chemical reactions. Inverse Compton backscattering of intense laser pulses from relativistic electrons not only allows for the generation of bright X-ray pulses which can be used in a pump-probe experiment, but also for the investigation of the electron beam dynamics at the interaction point.

The focus of this PhD work lies on the detailed understanding of the kinematics during the interaction of the relativistic electron bunch and the laser pulse in order to quantify the influence of various experiment parameters on the emitted X-ray radiation.

The experiment was conducted at the ELBE center for high power radiation sources using the ELBE superconducting linear accelerator and the DRACO Ti:sapphire laser system. The combination of both these state-of-the-art apparatuses guaranteed the control and stability of the interacting beam parameters throughout the measurement. The emitted X-ray spectra were detected with a pixelated detector of 1024 by 256 elements (each 26µm by 26µm) to achieve an unprecedented spatial and energy resolution for a full characterization of the emitted spectrum to reveal parameter influences and correlations of both interacting beams. In this work the influence of the electron beam energy, electron beam emittance, the laser bandwidth and the energy-angle-correlation on the spectra of the backscattered X-rays is quantified.

A rigorous statistical analysis comparing experimental data to ab-initio 3D simulations enabled, e.g., the extraction of the angular distribution of electrons with 1.5% accuracy and, in total, provides predictive capability for the future high brightness hard X-ray source PHOENIX (Photon electron collider for Narrow bandwidth Intense X-rays) and potential all optical gamma-ray sources.

The results will serve as a milestone and starting point for the scaling of the X-ray flux based on available interaction parameters of an ultrashort bright X-ray source at the ELBE center for high power radiation sources. The knowledge of the spatial and spectral distribution of photons from an inverse Compton scattering source is essential in designing future experiments as well as for tailoring the X-ray spectral properties to an experimental need.
ZUSAMMENFASSUNG


Ziel dieser Arbeit ist, ein quantitatives Verständnis der verschiedenen experimentellen Einflüsse auf die emittierte Röntgenstrahlung bei der Streuung von Laserphotonen an relativistischen Elektronen zu entwickeln.


Eine umfassende statistische Analyse, bei der ab-initio 3D Simulationen mit den experimentellen Daten verglichen und ausgewertet wurden, ermöglichte u.a. die Bestimmung der Elektronenstrahldivergenz mit einer Genauigkeit von 1.5% und erlaubt Vorhersagen zur zu erwartenden Strahlung der zukünftigen brillanten Röntgenquelle PHOENIX (Photon electron collider for Narrow bandwidth Intense X-rays) und potentiellen lasergetriebenen Gammastrahlungsquellen.

Die Ergebnisse dienen als Fixpunkt für die Skalierung des erwarteten Photonenflusses der Röntgenquelle für die verfügbaren Ausgangsgrößen am Helmholtz-Zentrum Dresden - Rossendorf. Das Wissen um die räumliche und spektrale Verteilung der Röntgenstrahlung ist entscheidend für die Planung zukünftiger Experimente sowie zur Anpassung der Quelle an experimentelle Bedürfnisse.
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1 MOTIVATION
Present availability of ultrashort ($\lesssim 1$ ps) hard (> 1 keV) X-ray pulses \cite{1,2} from X-ray free electron lasers (XFELs) has opened a new frontier in understanding the dynamics and function of matter. Examples include the motion of atomic structures associated with ultrafast phase transitions \cite{3}, structural dynamics \cite{4} and (bio)chemical reactions \cite{5,6}. In addition there are sets of experiments that require single-shot capabilities associated with the necessary drivers to create matter at extreme states such as destructive processes in high energy density physics (HEDP) \cite{7,8}, high pressure physics \cite{9} and ultra high intensity laser matter interactions \cite{10}. The high-power ultra-intense lasers driving these processes either deliver pulses below 1 ps with powers above 100 TW or longer pulses ($< 10$ ns) with highly energetic pulses containing more than 100 J depending on the specific experiment. Each of these lasers is a large machine with its own separate research field \cite{11–14}.

For some of the above mentioned experiments the full spectroscopic or structural data-set has to be obtained in a single exposure. The required combination of an X-ray FEL and a high power ultra-intense laser will be limited to a few sites worldwide, e.g. MEC@LCLS (USA), HERMES@SACLA (JAP) and the future HiBEF@XFEL (GER) because they require a gigaelectronvolt-accelerator and a several hundred meter long undulator structure.

A long term vision is to replace the conventional magnetic undulator device by an electro-magnetic wave in the optical spectral range. This will reduce the required electron energy necessary for a given X-ray photon energy and will lead to more compact X-ray sources with smaller accelerators, e.g. ELBE at the Helmholtz-Center Dresden - Rossendorf.

A first step in that direction is an inverse Compton scattering (ICS) source which was developed within the scope of this PhD work using the DRACO laser at ELBE. In inverse Compton scattering \cite{15} the pulsed laser field can be interpreted as an optical undulator with spatially and temporally varying field strength. The undulating electrons emit Doppler-upshifted radiation into a relativistically contracted solid angle cone in the laboratory frame. A scheme of the interaction process is illustrated in Fig. 1.1. Since the undulator period is the laser wavelength, this method benefits from much lower required electron energies to produce a given X-ray energy, as compared to conventional magnetic undulator devices. If the energy of the emitted photon $\hbar \omega \ll m_e c^2$, such that no electron recoil is relevant, as is the case in this work, then the mechanism is also referred to as Thomson backscattering. An ultimate optical undulator, which has not yet been realized, requires a more complicated description including coherence effects and multi-photon interactions, which is beyond the scope of this work.

Figure 1.1: Schematic illustration of the interaction of an electron bunch with a laser pulse to produce ultra-bright X-ray radiation.
As a historical note, inverse Compton scattering was postulated as an energy degradation mechanism of interstellar high-energy electrons by Feenberg et al. (1948) [16]. In 1963 R. Milburn proposed an X-ray light source based on the scattering of an intense laser off a GeV electron beam [17]. Since then the mechanism has been extensively studied theoretically [18–24] and several backscattering sources have been built or are under development around the world. They can be distinguished according to their purpose as a probing light source [25–31] or as a diagnostic tool for the electron beam [32–34].

An ICS source will not have the extreme brightness of an X-ray free electron laser, however the parameters of an ICS source can be tuned to be suitable for certain types of experiments. With even modest electron beam energies these sources can be scaled to very high photon energies which exceed the operation range of synchrotron and XFEL light sources. In combination with their ultra-short nature ICS sources are the brightest light sources in that spectral region as illustrated in Fig. 1.2.

![Figure 1.2: Comparison of the peak brilliance of various X-ray sources as a function of X-ray photon energy.](image)

With photon energies of several kiloelectronvolts, a few percent relative bandwidth ($\Delta \omega / \omega$) and a photon flux above $10^6$ photons per second delivered by an ICS source, one can overcome the detection threshold in HEDP experiments, set by the plasma self emission. Potential experiments are, for instance, X-ray absorption spectroscopy (XAS) which includes both Extended X-Ray Absorption Fine Structure (EXAFS) and X-ray Absorption Near Edge Structure (XANES) to measure the X-ray absorption coefficient of a material as a function of energy, or X-ray diffraction experiments such as Laue diffraction and Bragg diffraction. With the ELBE linear accelerator as the driver, X-ray pulses with a few picosecond duration can be produced defining the temporal resolution in these pump-probe experiments.

Furthermore there is a growing interest in strong field physics to study the fundamental process of the interaction between strong laser fields and relativistic ele-
In this highly nonlinear regime various fundamental processes are predicted; e.g., multi-photon absorption [35], pair creations [36] and vacuum birefringence [37].

The DRACO 150 TW Ti:Sapphire Laser at the ELBE Center for High Power Radiation Sources can create relativistic laser intensities above $10^{20}$ W/cm$^2$ and therefore is ideally suited to explore the strong field regime as well as to drive samples to extreme conditions in HEDP pump-probe experiments. In addition, it can deliver femtosecond relativistic electrons via a process called laser wakefield acceleration in order to create an all-optical laser-driven ICS X-ray source.

Within this framework the ICS X-ray source PHOENIX is developed at the Helmholtz-Center Dresden - Rossendorf utilizing the unique combination of multiple petawatt class laser beams and a high brightness electron beam. PHOENIX is an acronym for “Photon electron collider for narrow bandwidth intense X-rays”. It uses the DRACO laser together with the ELBE linear accelerator. This superconducting machine offers great stability and precise control of the electron bunch parameters which is of great importance to study the fundamental kinematics during the interaction of the electron bunch with the laser pulse.

The focus of this PhD work lies on the detailed understanding of the interaction in the linear regime. Nevertheless the PHOENIX design parameters allow for experiments with laser intensities well above the threshold for nonlinear scattering. In previous experiments the spectral characteristics of inverse Compton scattering were deduced from indirect filter-pack measurements [26, 30, 38, 39] or with single element semiconductor detection systems [25, 32, 33, 40]. Both methods suffer from limited detector resolution and low signal-to-noise ratio. In this work the influence of the electron beam energy, electron beam emittance, the laser bandwidth and the energy-angle-correlation on the spectra of the backscattered X-rays is quantified. The spectra were collected by a pixelated detector (CCD camera) at various observation angles and analyzed by a single photon counting technique [41, 42]. A full characterization of the emitted spectrum was performed to reveal correlations of both interacting beams. Hence, the measured data was compared to ab-initio calculations from the 3D radiation code CLARA To our knowledge this is the first complete spectral characterization of an inverse Compton scattering source with high angular and high energy resolution. The knowledge of the spatial and spectral distribution of photons from an inverse Compton scattering source is essential in designing future experiments as well as for tailoring the X-ray spectral properties to an experimental need.

Furthermore PHOENIX will serve as a testbed for future pump-probe experiments on X-ray free electron lasers which are housed in large scale user facilities with limited access and beam time. The source will enable pilot experiments and will help to mature new time-resolved detection techniques and the general technology necessary for the interaction of a particle accelerator with a petawatt laser. For an experiment as sketched in Fig. 1.3, this technology involves the control of spatial overlap, temporal synchronization, suppression of radiation background, radiation hard detectors and many other aspects. PHOENIX will help to prepare for future XFEL experiments and will also be important in educating and training students and scientists in the field of laser-matter-interaction.
Figure 1.3: Schematic setup for a pilot pump-probe experiment where a proton beam heats a sample which is probed by a broadband X-ray pulse from an ICS source.

**THESIS OUTLINE**

This work which involved the design, construction, commission and characterization of the PHOENIX X-ray source is arranged as follows:

In Chapter 2 analytic expressions are derived to describe the basic kinematics of the electron–photon interaction. This includes the spatial emission characteristics, the resulting X-ray pulse duration as well as the angle dependent spectral flux. The chapter ends with a short description of the numerical framework used in the further analysis of the measured data.

The experimental setup of PHOENIX is described in Chapter 3. At first a brief overview of the linear accelerator ELBE and the terawatt laser DRACO is given. This includes the electron sources, the electron bunch and the laser pulse parameters and the transfer beamline to connect both facilities. Subsequently the interaction target area is described.

The first experiments during the commissioning of the source as well as the characterization of the required diagnostic tools is explained in Chapter 4.

Chapter 5 contains the description of the complete spectral characterization of a Thomson source with unprecedented angular and energy resolution. A rigorous statistical analysis comparing experimental data to 3D simulations enabled, e.g., the extraction of the angular distribution of electrons and, in total, provides predictive capability for future high brightness hard X-ray and gamma-ray sources.

The thesis closes with an outlook for the near and intermediate future with the emphasis on how the built source can be scaled up to higher photon fluxes and how it can be used in an X-ray absorption pump-probe experiment. Furthermore the next steps towards the nonlinear ICS interaction are pointed out and preliminary data is shown. Finally first wakefield acceleration results are presented which is a small step in order to build an all-optical ICS X-ray.
2 BASIC THEORY AND SIMULATIONS OF INVERSE COMPTON SCATTERING (ICS)
In this chapter a brief description of the interaction of a relativistic electron beam with a high intensity laser pulse is given. In the scenario of linear Inverse Compton scattering all electrons in the bunch act as single emitters with random phase. The bunch length of the electrons is much longer than the X-ray wavelength. For this reason the total emitted radiation is temporally incoherent and is the result of the summation of all single emitters. The interaction can be described as a scattering process using the particle picture for the laser photons, or by using a classical electro-magnetic description, where the laser electric field is treated as an optical undulator. Both pictures have been extensively used in the literature [15, 17, 19, 20, 43–52] and either yields a complete description of the interaction in the linear, incoherent regime of Thomson scattering. The particle picture is very convenient to derive the backscattered photon energy, the source directivity and the pulse duration using the four-vector framework. This picture is used in Subsection 2.1.1 and 2.1.2. The broadening effects on the X-ray bandwidth are more intuitive using the classical wave picture as seen in Subsection 2.1.3. The chapter is closed by the description of CLARA, a numerical code which was used as a versatile tool to model the interaction for a predictive analysis of the experimental data.

2.1 Kinematics of ICS

2.1.1 The Correlation Between Observation Angle and Photon Energy

The collision of a laser photon, represented by the wave-vector \( k \) and an electron with momentum \( p \) is illustrated in Fig. 2.1. The interaction is described in the laboratory rest frame. The angles \( \alpha \) and \( \varphi \), respectively, define the collision angle between photon and electron. A detector, positioned at angle \( \theta \), would register the backscattered photon with the wave-vector \( k' \). After the interaction, the momentum of the incoming electron has changed to \( p_s \).

![Schematic illustration of the interaction geometry of a laser photon with a relativistic electron in the laboratory frame.](image)

The related four-vector for the electron is \( p' = (E/c, p) \) and for the laser photon \( k' \).

\[
p' = (\gamma mc, \gamma \beta x mc, \gamma \beta y mc, \gamma \beta z mc)
\]

\[
k' = E/c (1, k/|k|)
\]  \( (2.1) \)

In both cases \( E \) is the total energy of the particle/photon, \( m \) the electron rest mass and \( c \) is the vacuum speed of light. The Lorentz factor \( \gamma \) and the velocity \( \beta \) in units of \( c \) are related by \( \gamma = 1/\sqrt{1 - \beta^2} \).

Conservation of the total four vector is assured by conservation of energy and mo-
mentum before and after scattering.

\[ p + k = p_s + k_\gamma \]
\[ |p_s|^2 = |p + k - k_\gamma|^2 \]
\[ p_s^2 = p^2 + k^2 + k_\gamma^2 + 2 p \cdot (k - k_\gamma) - 2 k \cdot k_\gamma \] (2.2)

Using the energy-momentum relation \( |p|^2 = \frac{E^2}{c^2} - p^2 = m^2 c^2 \) with the invariant electron mass and identifying the photons as a massless particle \((k^2 = k_\gamma^2 = 0)\) Eq. 2.2 becomes:

\[ 0 = 2 p \cdot (k - k_\gamma) - 2 k \cdot k_\gamma \] (2.3)

With the angles defined in Fig. 2.1 the vector components in Eq. 2.3 are

\[
0 = \begin{pmatrix}
\gamma mc \\
0 \\
\gamma \beta mc \\
0
\end{pmatrix} \cdot \frac{1}{c} \begin{pmatrix}
E_0 - E_\gamma \\
- (E_0 \sin \alpha - E_\gamma \sin \theta) \\
- (E_0 \cos \alpha + E_\gamma \cos \theta) \\
- \frac{E_0}{c} \sin \alpha \\
- \frac{E_\gamma}{c} \sin \theta
\end{pmatrix}
- \begin{pmatrix}
E_0/c \\
- \frac{E_0}{c} \sin \alpha \\
- \frac{E_\gamma}{c} \cos \alpha \\
- \frac{E_0}{c} \\
- \frac{E_\gamma}{c} \cos \theta
\end{pmatrix}
\]

and from there follows directly

\[ E_\gamma = \frac{\gamma m c^2 E_0 (1 + \beta \cos \alpha)}{\gamma m c^2 - \gamma \beta m c^2 \cos \theta + E_0 (1 + \cos (\alpha + \theta))} \] (2.4)

Here \( E_0 \) is the laser photon energy and \( E_\gamma \) the energy of the scattered photon. Following the commonly used convention for the interaction angle, \( \alpha = 180 - \varphi \), within the approximation of the Thomson-limit, where the electron experiences no recoil, \( E_0/(mc^2) \ll 1 \), Eq. 2.4 simplifies to:

\[ E_\gamma = \frac{(1 - \beta \cos \varphi)}{(1 - \beta \cos \theta)} E_0 \] (2.5)

The Lorentz boost from the electron rest frame to the laboratory frame bundles the emission to a near axis cone. If only small observation angles \( \theta \) are considered and using \( 1 - \beta \approx 1/2 \gamma^2 \) (2.5) can be written as

\[ E_\gamma = \frac{2 \gamma^2 (1 - \beta \cos \varphi)}{1 + \beta (\gamma \theta)^2} E_0 \] (2.6)

Taking a total beam energy \( p c = 23 \text{ MeV} \) and a laser wavelength of \( \lambda_0 = 800 \text{ nm} \) for head-on collision \( \varphi = 180^\circ \), the maximum photon energy is 12.5 keV and rapidly decreasing with \( \theta \). A plot of Eq. 2.6 for these conditions is shown in Fig. 2.2.

The periodic electro-magnetic field of the laser causes a transverse motion of the electron. For high fields, the average axial velocity \( \bar{\beta}_z \) will be effectively reduced because of the non-negligible trajectories away from the propagation axis, resulting in a lower Lorentz boost of the counter-propagating laser wavelength. The strength of this effect and the consequent red-shift of the scattered radiation can be accounted for by introducing the laser strength parameter \( a_0 \).

\[ a_0 = \frac{e E \lambda_{\text{laser}}}{2 \pi m c^2} \] (2.7)
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Figure 2.2: Angular dependence of scattered photon energy for the interaction of a single electron (kinetic energy 22.5 MeV) with a laser ($\lambda = 800$ nm) in head-on geometry.

This is analogous to the undulator parameter $K$ for periodic magnetic structures.

$$K = \frac{eB\lambda_{\text{undulator}}}{2\pi mc} \quad (2.8)$$

$E$ is the magnitude of the laser’s electric field, $B$ the undulator’s magnetic field magnitude and $e$ and $m$ the charge, respectively mass of the electron. In practical units $a_0$ can also be expressed as

$$a_0 = 0.85 \frac{\lambda_{\text{laser}}}{[\mu\text{m}]} \sqrt{\frac{I_L}{[10^{18} \text{ W/cm}^2]}}. \quad (2.9)$$

where $I_L$ is the laser intensity.

Using the similarities between the periodic external fields for the motion of the electron in a classical undulator setup, and a laser field and following the derivations in [53] and [54], one can find an expression for the average longitudinal momentum.

$$\gamma^* = \frac{\gamma}{\sqrt{1 + \frac{a_0^2}{2}}} \quad (2.10)$$

Replacing $\gamma$ in (2.6) with $\gamma^*$ from (2.10) directly leads to

$$E_{\gamma} = \frac{2\gamma^2(1 - \beta \cos \varphi)}{1 + \frac{a_0^2}{2} + \beta(\gamma^*)^2} E_0. \quad (2.11)$$

If the values of $a_0$ approach unity or greater, the trajectory of the electron is not sinusoidal anymore. This gives rise to higher harmonics in the backscattered radiation which can be taken account by introducing a factor $n$, representing the corresponding harmonic.

$$E_{\gamma} = n \cdot \frac{2\gamma^2(1 - \beta \cos \varphi)}{1 + \frac{a_0^2}{2} + \beta(\gamma^*)^2} E_0. \quad (2.12)$$

2.1.2 TEMPORAL-SPATIAL EMISSION CHARACTERISTICS

The emission cone angle is calculated by a transformation from the electron rest frame to the laboratory frame. Primed quantities represent the electron rest frame,
unprimed quantities are related to the laboratory frame. The coordinate system is identical with the one from Fig. 2.1. The interaction angle is $\varphi = 180^\circ$.

For the extreme case of a photon emitted parallel to the $y$-axis of the rest frame coordinate system (minima of the dipole emission), the photon has a momentum four vector

$$p_y' = \left( \frac{E'}{c}, 0, \frac{E'}{c}, 0 \right).$$

Applying the boost matrix for a Lorentz transformation from the electron rest frame to the laboratory frame \cite{47} in the direction of the rest frame $z$-axis leads to

$$p_{\text{lab}} = \gamma \begin{pmatrix} \gamma & 0 & 0 & \beta \gamma \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \beta \gamma & 0 & 0 & \gamma \end{pmatrix} \begin{pmatrix} E'/c \\ 0 \\ E'/c \\ 0 \end{pmatrix} = \gamma \begin{pmatrix} E'/c \\ 0 \\ \gamma \beta E'/c \end{pmatrix}.$$

The emission angle for light emitted from highly relativistic electrons follows directly

$$\tan \theta = \frac{p_y}{p_z} = \frac{E'/c}{\gamma \beta E'/c} \approx \frac{1}{\gamma}$$

An inverse Compton scattering source is directed with an opening angle of $\pm 1/\gamma$.

**The X-ray pulse duration** is determined by the time during which the relativistic electron bunch interacts with the electric field of the laser pulse. The interaction is described for a head-on interaction using a Minkowski diagram. The electron bunch moves in the positive $z$-direction, the laser pulse is counter propagates. The interaction starts at $(z, ct) = (0, 0)$. The interaction stops at a time $t_1$. An observer at position $z = 0$ measures an X-ray duration $\tau_x$. This time $\tau_x$ is the sum of the interaction time, $t_1$, and the time, $t_2$, that an X-ray photon needs to travel from the point of last overlap to the observer. The interaction time $t_1$ is defined by the penetration of both pulses with lengths $L_{\text{bunch}}$ and $L_{\text{laser}}$ at the closing speed $v + c$ (seen by an observer in the laboratory frame).

$$c \cdot t_1 = c \cdot \frac{L_{\text{bunch}} + L_{\text{laser}}}{v_{\text{relative}}}$$

$$c \cdot t_1 = c \cdot \beta c t_b + c t_{\text{laser}} \frac{1 - \beta}{c(1 + \beta)}$$

The length $ct_2$ corresponds to the distance from the tail of the electron bunch to the observer at $x = 0$ after the time $t_1$.

$$c \cdot t_2 = L_b - v_b t_1 = \beta c t_b - \beta c \left( \frac{\beta t_b + t_{\text{laser}}}{1 + \beta} \right)$$

$$\tau_x = c \cdot t_1 + c \cdot t_2$$

$$\tau_x = \left( \frac{\beta t_b + t_{\text{laser}}}{1 + \beta} \right) (1 - \beta) + \beta t_b$$

$$\tau_x = \beta t_b \left( \frac{1 - \beta}{1 + \beta} + 1 \right) + t_{\text{laser}} \frac{1 - \beta^2}{(1 + \beta)^2}$$

$$\approx t_b + t_{\text{laser}}/4 \gamma^2$$
2 Basic theory and simulations of Inverse Compton Scattering (ICS)

Figure 2.3: Minkowski diagram of the laboratory frame illustrating the interaction of a relativistic electron beam with a counter-propagating laser pulse to determine the pulse duration of the produced X-ray pulse.

For relativistic electron bunches, the laser pulse is Lorentz contracted and therefore the X-ray pulse duration approximately equals the electron bunch duration.

2.1.3 FLUX AND BANDWIDTH OF ICS X-RAY SOURCES

Subsection 2.1.1 described the dependence of the scattered photon energy as a function of the interaction geometry, mainly the collision and observation angle. This treatment excluded effects such as finite interaction length or averaging effects. Originating from the finite bunch nature of the two interaction partners, these influences and their consequences must be considered in order to estimate photon numbers, as well as, the bandwidth of the radiation that could be detected.

The spectrum emitted from a single electron undergoing an undulating motion can be derived from the Liénard-Wiechert potentials. The far field solution for spectral intensity per solid angle $d\Omega$ is

$$\frac{d^2 I_{e-}}{d\omega d\Omega} = \frac{e^2}{4\pi^2 c} \left| \int_{-\infty}^{\infty} \frac{n \times \left( \beta - n \right)}{(1 - \beta \cdot n)^2} e^{i\omega(t - n \cdot r(t)/c)} dt \right|^2$$ (2.19)

which is valid as long as the detector distance is much greater than the source size, effectively reducing it to a point source [47]. The trajectory of the electron is $r(t)$ from which the velocity $\beta$ and acceleration $\dot{\beta}$ can be calculated. The vector $n$ points towards the detector. The geometry is illustrated in Fig. 2.4.

The solution of Eq. 2.19 for an undulator, resulting in a sinusoidal motion $r(t)$ with
wavelength $\lambda_0$ and $N_0$ oscillations, is \cite{19, 22}
\[
\frac{d^2 I_e}{d\omega d\Omega} = \frac{e^2 \omega^2}{8\pi c^2 N_0 \lambda_0 \epsilon_0^2} G(\omega),
\]
(2.20)
\[
G(\omega) = \frac{N_0}{\omega} \left[ \frac{\sin(\pi(\omega - \bar{\omega}) N_0/\bar{\omega})}{\pi(\omega - \bar{\omega}) N_0/\bar{\omega}} \right]^2.
\]
(2.21)
for a detector placed on the beam axis ($\theta = 0$, therefore: $\omega \simeq \bar{\omega} = 4\gamma^2 \omega_0$). $G(\omega)$ is the resonance function peaked at $4\gamma^2 \omega_0$. $N_0 \lambda_0$ represents the interaction length. The width of $G(\omega)$ scales inversely with the number of oscillations $N_0$ and defines the natural linewidth ($\Delta\omega/\omega$).

The total scattered X-ray spectrum can be calculated by convolving the single-electron spectrum with the distribution functions describing the laser and electron bunch parameters
\[
\frac{d^2 I_{\text{total}}}{d\omega d\Omega} \propto \int \int \int d^2 I_e \cdot f(\gamma - \gamma^*) \cdot g(\varphi - \varphi^*) \cdot h(\omega_0 - \omega^*_0) \ldots d\gamma^* d\varphi^* d\omega_0^*
\]
(2.22)
where $f$, $g$ and $h$ are exemplary distribution functions for the electron beam energy spread, the beam divergence and the laser bandwidth. For example, a Gaussian distribution of the beam energy $\Delta\gamma$ results in:
\[
f = \exp \left[ -\frac{1}{2} \left( \frac{\gamma - \gamma^*}{\Delta\gamma^*} \right)^2 \right].
\]
(2.23)

The width of the distribution increases from the intrinsic natural linewidth, which was determined by the interaction length (undulator periods). Using error propagation methods, assuming Gaussian distributions and head-on collision, the total bandwidth at an observation angle $\theta = 0$ can be estimated from \cite{Eq. 2.22, 19, 26, 51, 55}
\[
\frac{\Delta\omega}{\omega} \approx \sqrt{\frac{(\Delta\omega/\omega)_{N_0}^2 + (\Delta\omega/\omega)_{\gamma}^2 + (\Delta\omega/\omega)_\lambda^2 + (\Delta\omega/\omega)_\epsilon^2 + (\Delta\omega/\omega)_{\text{Det}}^2}{N}}
\]
(2.24)
\[
\frac{\Delta\omega}{\omega} \approx \sqrt{\frac{1}{N} + \left( \frac{2 \Delta\gamma}{\gamma} \right)^2 + \left( \frac{\Delta\omega_0}{\omega_0} \right)^2 + \left( \frac{\epsilon^*_h}{\sigma_f} \right)^2 + (\gamma^2 \Delta\Omega_{\text{Det}}^2)^2}
\]
(2.25)
by taking into account the contributions of the intrinsic width, the beam energy spread, the laser bandwidth as well as the beam emittance and the broadening due to the finite detector size ($\sim \gamma^2 \Delta\Omega_{\text{Det}}^2$). The last four terms can be found by dividing \cite{Eq. 2.11} by $h$ and subsequently building the derivatives $d\omega/d\gamma$, $d\omega/d\omega_0$, $d^2\omega/d\varphi^2$ and $d^2\omega/d\theta^2$.

Using a superconducting linac ($\Delta\gamma/\gamma = 0.001$) and a 500 fs laser pulse (corresponding to $N_0 \sim 180$) together with the intended spatial resolution, the contributions $\left( \frac{d\omega}{\omega} \right)_{N_0}$, $\left( \frac{d\omega}{\omega} \right)_{\gamma}$ and $\left( \frac{d\omega}{\omega} \right)_{\text{Det}}$ in Eq. 2.24 are negligible.
For all cases $\theta \neq 0$ or $\varphi \neq 180^\circ$ the integral in Eq. 2.22 has to be solved to analyze the resulting spectral distribution. For a narrow-bandwidth laser and a perfect detection system ($QE = 1$) the integral for the X-ray photon density can be written as 

$$\frac{dN_t}{d\kappa d\theta_x d\theta_y} \propto \int_0^{2\pi} d\gamma^* d\phi \left[ 1 - 4\kappa(1 - \kappa) \cos^2 \phi \right]$$

$$\times \exp \left[ -\frac{1}{\kappa^2} \left( \frac{\gamma - \gamma^*}{\Delta \gamma} \right)^2 \right]$$

$$\times \exp \left[ -\left( \frac{\theta_x - \frac{1}{\gamma} \sqrt{\frac{1}{\kappa} - 1} \sin \phi}{2\sigma_{\theta_x}^2} \right)^2 \right] \times \exp \left[ -\left( \frac{\theta_y - \frac{1}{\gamma} \sqrt{\frac{1}{\kappa} - 1} \cos \phi}{2\sigma_{\theta_y}^2} \right)^2 \right]$$

(2.26)

with the azimuthal angle $\phi$ (see Fig. 2.4), the electron beam energy spread $\Delta \gamma$, the widths of the angular distribution for the vertical (horizontal) direction $\sigma_{\theta_x}$, $\sigma_{\theta_y}$ and the normalized X-ray photon energy $\kappa = (\hbar \omega)/(4\gamma^2\hbar \omega_0) = 1/(1 + \gamma^2 \theta^2)$. Equation 2.26 assumes a single laser frequency of a linearly $y$-polarized laser with a Gaussian angular distribution of the electron beam.

With $\Delta \gamma \rightarrow 0$ and $\sigma_{\theta_x} = \sigma_{\theta_y} = \sigma_{\theta}$, Eq. 2.26 can be integrated, with the result [57]:

$$\frac{dN_t}{d\kappa d\theta_x d\theta_y} = \frac{N_b N_{\text{phot}} \sigma_{\gamma}}{2\pi \varepsilon^2} \exp \left[ -\frac{(1/\kappa - 1)}{2\gamma^2 \sigma_{\theta}^2} - \frac{\theta_x^2 + \theta_y^2}{2\sigma_{\theta}^2} \right] \left[ 1 - 4\kappa(1 - \kappa) \left( \frac{3}{2} I_0[y] + 2I_2[y] \right) \right]$$

(2.27)

where

$$\gamma = \frac{\sqrt{\theta_x^2 + \theta_y^2}(1/\kappa - 1)}{\gamma \sigma_{\theta}^2}$$

(2.28)

with the electron beam emittance $\varepsilon$, the classical Thomson cross-section $\sigma_{\gamma}$ and the number of photons and electrons $N_{\text{phot}}$ respectively $N_b$. $I_0$ and $I_2$ are modified Bessel functions of the first kind.

An illustration of a solution from Eq. 2.27 for the interaction of an electron beam at $\gamma = 45$ and emittance $\varepsilon = 1\pi$ mm mrad with a Ti:Sapphire laser in head-on geometry is shown in Fig. 2.5. In addition to the angle-energy-curve in Fig. 2.2, the plot shows the increasing bandwidth of the emitted radiation for increasing observation angles, as well as the concentration of the photon flux within a cone ($1/\gamma \approx 22$ mrad) around the electron beam propagation direction.

If a detector position and size is defined, the number of photons can be obtained by integrating over the spectral density. The total photon yield into the full solid angle can be written in practical units following further simplifications by Esarey et al. [19, 24] for a given bandwidth $\Delta \omega/\omega$:

$$N_{\text{phot}} = 8.4 \times 10^{19} \cdot \frac{N_b \lambda_0^2}{2\pi d^2} \cdot Q[C] \cdot P_{\text{Laser}}[TW] \cdot \left( \frac{\Delta \omega}{\omega} \right)$$

(2.29)

In Eq. 2.29 $Q$ is the electron bunch charge, $N_0$ represents the number of oscillation
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Figure 2.5: Normalized logarithmic colormap of the spectral intensity for an electron beam at $\gamma = 45$ and emittance $\varepsilon = 1\pi$ mm mrad with a Ti:Sapphire laser in head-on geometry.

periods during the interaction and $d$ is the beam diameter for both beams.

Despite the good predictions that have been made using Eq. 2.27 [33, 56], it is important to mention the limitations. Most importantly, this approach only considers incoherent scattering in the linear regime. For our current setup this is sufficient, but with advanced techniques [58, 59] the interaction lengths can be dramatically increased, which ultimately might lead to feedback on the electron bunch and laser-like emission. Although the laser bandwidth can be included e.g. by a Gaussian distribution function, the model cannot represent laser pulses with a time-varying instantaneous frequency or time-varying intensity. Previous publications describe the possibility of chirping a laser pulse to influence the bandwidth of the emitted radiation [60, 61]. In the conducted experiment, it has to be considered that the laser pulse was chirped to control the laser intensity during the interaction. Furthermore, space-charge effects and ponderomotive forces are not included but can influence the X-ray bandwidth due to an increased transverse momentum of the electrons. Finally, the entire focusing geometry of both beams is not taken into account and requires a more rigorous method to reveal the full nature of the interaction in an inverse Compton scattering source.

2.2 CLARA - A NUMERICAL TOOL TO MODEL THE ICS INTERACTION

Analytical equations for the key parameters of a light source are important as a starting point when designing pump-probe experiments. For demanding scenarios at the edge of feasibility, more sophisticated tools are necessary. Numerical codes that are able to include all the relevant physical effects in 3D are the most favorable method. For an inverse Compton scattering source it is naturally important that the model describing the laser pulse is very accurate. This includes the spatio-temporal photon distribution as well as total flux and also the laser beam propagation and focusing geometry. All of these together define the intensity of the laser during the interaction, ultimately distinguishing between the linear or nonlinear regime. Additionally, the
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electron beam transverse and longitudinal emittance, the electron energy spread and the laser spectral shape have to be fully included.

Monte-Carlo algorithms are often employed to model the interaction [46, 50–52]. The electron bunch and the laser pulse are sampled one electron and one photon at a time. Each electron is described by its momentum, position and direction, while each photon is described by its position, direction and wavelength. Based on Eq. 2.11, every collision is treated in the framework of the interaction of a single electron with a single photon. The incoherent summation of all individual events yields the total X-ray spectrum. Even more accurate results can be obtained by taking into account space charge effects or the ponderomotive force of the laser and X-ray emission into higher orders. Especially in the transition range of \( a_0 \rightarrow 1 \), the approach of calculating the angular spectral flux density based on solving the Liénard-Wiechert potentials is the method of choice. In contrast to summing scattering probabilities over the electron and photon phase-space using standard Monte-Carlo techniques, this approach takes into account the phase of the emitted radiation to include coherence effects. This technique can also be extended into the free electron laser regime and shall be briefly described here.

The “CLAssical RAdiation Calculator” (CLARA) code was developed by A. Debus et al [24, 62] to quantitatively predict and analyze the scattering process. In the Thomson-limit, \( \hbar \omega \ll \gamma m_e c^2 \), without any recoil effects, classical electrodynamics are valid. Hence, one can calculate the radiation spectra from an electron trajectory by solving the Liénard-Wiechert potentials in the far field.

For the consideration of more than one electron, one has to perform a summation inside the norm in Eq. 2.19 for all electrons. This way the phase between the radiated waves from different electrons is taken into account. Introducing the polarization filter vector \( \mathbf{P} \), Eq. 2.19 becomes

\[
\frac{d^2 I}{d\omega d\Omega} = \frac{\hbar^2}{4\pi^2 c} \left| \mathbf{P} \cdot \sum_{j} \int_{-\infty}^{+\infty} \frac{n \times (n - \beta_j) \times \dot{\beta}_j}{(1 - \beta_j \cdot n)^2} e^{i\omega(t-n\cdot r_j(t)/c)} dt \right|^2
\]  

(2.30)

\( \mathbf{P} = (0, 1, 0) \) corresponds to a polarizer in the \( y \)-direction.

The interaction of an electron bunch with the laser is modeled by the commercial particle tracking code GPT (General Particle Tracer) [63]. In this case, the laser field is treated as a time-dependent external field by specifying analytic expressions in paraxial approximation. The GPT output trajectories serve as input for CLARA. Figure 2.6(a)-(e) show numerical results of angular resolved spectral distributions for various scenarios. The “ideal” scenario consists of a laser pulse which has a rectangular temporal profile with a flat intensity distribution and wavefront interacting with a laminar electron beam (\( \epsilon_Z = 0 \)). The “Gauss” model is identical except the laser temporal shape is Gaussian, leading to a time-dependent intensity. The “real” model uses parameters available at the ELBE/DRACO facility including the full propagation model for both beams, defining spatio-temporal overlap as well as ponderomotive or space-charge effects. In more detail this model assumes a 250 fs electron bunch with \( \gamma = 25 \) and electron beam emittances of \( \epsilon_{n,\text{trans}} = 2.5 \pi \text{ mm mrad} \) and \( \epsilon_{n,\text{long}} = 40 \pi \text{ keV ps} \). The laser strength parameter was varied from \( a_0 = 0.1 \) to \( a_0 = 1.5 \) to distinguish between the linear and nonlinear inverse Compton scattering regimes.

In the linear regime, the differences among the three models are very subtle. The substructures from the ideal case are washed out in the real scenario. The flux is more concentrated on the electron beam propagation axis in the latter case, as seen in Fig. 2.6(a) and (b). Figure 2.6(c)-(e) illustrate the results in the nonlinear regime. The high-intensity
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Figure 2.6: (a)-(e) show numerical results of angular resolved spectral distributions for various scenarios. The “ideal” scenario consists of a laser pulse which has a rectangular temporal profile with a flat intensity distribution and wavefront interacting with a laminar electron beam ($\epsilon_0 = 0$). The “Gauss” model is identical except the laser temporal shape is Gaussian, leading to a time-dependent intensity. The “real” model uses parameters available at the ELBE/Draco facility including the full propagation model for both beams, defining spatio-temporal overlap as well as ponderomotive or space-charge effects. In more detail this model assumes a 250 fs electron bunch with $\gamma = 25$ and electron beam emittances of $\epsilon_{n,\text{trans}} = 2.5\pi \text{ mm mrad}$ and $\epsilon_{n,\text{long}} = 40\pi \text{ keV ps}$ at a laser strength of $a_0 = 1.5$ or $a_0 = 0.1$. (f) shows intensity profiles at $\theta = 0$ for all models (Figure from [24]).
temporal flat-top laser pulse creates a number of harmonics with the odd ones also radiating on axis. The fundamental peak is red-shifted to about $\omega_{sc}/(4\gamma_0^2 \cdot \omega_0) = 0.5$. The spectrum change in the Gaussian case is a consequence of the time-dependent laser strength $a_0$. At the temporal peak of the Gaussian pulse, the redshift is similar to the ideal case, prior to this peak and afterwards the redshift is reduced and changes in every oscillation of the laser field. This creates substructures reaching from $\omega_{sc}/(4\gamma_0^2 \cdot \omega_0) = 0.5$ to $\omega_{sc}/(4\gamma_0^2 \cdot \omega_0) = 1$, corresponding to $a_0$ from maximum to zero. Owing to the extended substructures, the harmonics overlap. In a realistic simulation the substructures are almost completely washed out by non-ideal effects, such as transverse Gaussian intensity distribution of the focus. The overall spectrum is the superposition of the radiation from electrons interacting at various laser intensities because of their collision point in space and time. Hence, the spectral oscillations from the laser are averaged out, resulting in a broadened spectrum. Other, less pronounced non-ideal effects arise from the divergence and the ponderomotive potential. The experimental setup conditions to study the kinematics in the linear regime with a laser strength parameter $a_0 = 0.05$ are similar to the case illustrated in Fig. 2.6(b).
3 PHOENIX - EXPERIMENTAL SETUP
The laser-electron backscattering experiment was conducted in a dedicated target area that was designed and commissioned as a part of the PhD work. To guide both beams to the experimental cave, two beamlines were built. The laser beamline was actively stabilized to compensate thermal drifts and vibrations which would affect the pointing stability. The repetition rate of the laser required the installation of single-shot pulse-picking controls and diagnostics for the linear accelerator. In the following, the sources for both interacting beams will be briefly described. Thereafter a description of the PHOENIX target area will be given.

3.1 THE ELBE LINEAR ACCELERATOR

3.1.1 GENERAL FACILITY OVERVIEW

The ELBE accelerator (Electron Linac with high Brilliance and low Emittance) is a quasi-cw superconducting electron linear accelerator. It utilizes the technology of superconducting accelerator cavities for high repetition rates up to $f_{\text{rep}} = 13$ MHz and serves as a driver for the generation of secondary radiation via various schemes. Figure 3.1 shows a footprint of the ELBE-facility including the experimental caves for the free electron laser FELBE, bremsstrahlung generation $\gamma$ELBE, neutrons nELBE and (single-)electron beams. In the center of the picture is the Inverse Compton scattering cave that is shared with the positron source pELBE.

![Figure 3.1: Footprint of the ELBE - Center for High-Power Radiation Sources during the campaign in 2011 highlighting the linear accelerator, the laser laboratories and the PHOENIX experimental cave.](image)

Essentially the linac can be divided into two parts, the electron injector and a two-stage superconducting radio-frequency (RF) accelerator section. The accelerator part at ELBE consists of two modules with two superconducting cavities in each module. The 9-cell cavities (originally developed for the TESLA accelerator [64] at DESY, Hamburg) are built from niobium and are operated at a temperature of 1.8 K. An image of the first accelerator module at ELBE is shown in Fig. 3.2.

![Figure 3.2: Photo of the first accelerator module at ELBE (Jürgen Lösel)](image)

At the exit of the fourth cavity the electrons can reach energies up to 40 MeV. The RF amplifiers are operated in the linear regime which allows for tunability of the beam...
energy. This tunability is directly translated into the energy range of the PHOENIX X-ray source.

A schematic illustration of the bunch propagation through the injector, the superconducting (sc) accelerator modules to the target area is given in Fig. 3.3. It includes the bunch parameters energy, energy spread and bunch duration for each section. Also shown is a simplified longitudinal phase-space plot which shows the growth in beam energy and the final pulse duration on target.

The beam starts from the thermionic gun. It passes a buncher unit which modulates the beam energy. The propagation through a subsequent drift section leads to a compressed electron bunch at the entrance of the first accelerator module. The subsequent acceleration to highly relativistic energies increases the beam energy spread. This spread can be controlled by adjusting the phase of the accelerating field in the accelerator cavities. The energy spread is necessary to further compress the electron bunch. A magnetic chicane increases the electron path length for electrons with lower kinetic energy in comparison with higher energy electrons, which leads to electron bunches with a few picoseconds duration. A beamline connects the target area with the accelerator and compressor section. To suppress X-ray bremsstrahlung radiation at the detectors, this beamline features an achromatic double bend (dogleg).

### 3.1.2 ELECTRON INJECTORS

There are two independent injector setups at ELBE - a thermionic dc gun and a superconducting RF photo-gun. These guns are the source of the electrons and define the initial beam parameters.

At present the thermionic injector acts as the main driver for the accelerator. It was used throughout the first scattering experiments. The thermionic gun is a well-established and characterized source that is required for the operation of ELBE as a user facility.

Parallel to the operation of this gun, HZDR pursues the research and development of a superconducting radio-frequency gun. This type of injector has the potential to fulfill the needs of future light sources by producing high peak current, high average current and low emittance electron beams.

In this section a short overview of the used gun parameters shall be given, together with the parameters available in the near future.
Thermionic injector  This injector consists of a thermionic triode and a buncher to compress the electron pulses before injecting them into the accelerator modules. Based on thermionic emission, electrons are emitted from a metal plate that is heated to about 1100 °C. A pulsed grid creates an electron pulse train that is accelerated to 250 keV with a static electric field before reaching the buncher. Because of the grid’s duty cycle, the pulse length is about 500 picoseconds. The bunch charge depends on the grid voltage (see Fig. 3.4b) and can reach 77 pC before the space charge driven emittance growth cannot be tolerated anymore.

Figure 3.4: (a) Schematic illustration of the thermionic triode working principle. (b) Tuning curve of the micro-pulse bunch charge versus the gate voltage.

Before the final acceleration, the bunch needs to be compressed (see Fig. 3.3). The compression to sub-20 ps is necessary so that the entire bunch experiences nearly the same field amplitude in the main accelerator section. The compression is done with a high-frequency electro-magnetic standing wave inside two pillbox cavities, one operated at 260 MHz, another at 1.3 GHz. This results in electron pulses of about 10 picoseconds at the entrance of the first accelerator cavity. Both bunching units add an absolute energy spread of about 1 keV. The entire injector section from the cathode to the cavity entrance of the accelerator includes additional beamline elements to collimate and steer the beam.

SRF-Photogun  The superconducting radio-frequency photo-gun is an electron source based on the photoelectric effect of a semi-conductor photo-cathode in a cryogenic environment. Laser pulses with 15 ps pulse duration and a pulse energy of 0.5 microjoules at \( \lambda = 263 \) nm from a frequency quadrupled Nd:YLF are directed onto the cathode which is sufficient for bunch charges up to \( Q = 1 \) nC. Currently, the available charge is limited to 200 pC because of beamline constraints of the test environment. The photon energy \( h \nu \) is slightly bigger than the work function of the photo cathode, leading to the emission of electrons with a narrow initial kinetic energy distribution.

Beam properties like spot size and duration are transferred from the laser pulse to the electron bunch. Without prior compression, the bunch is accelerated in the superconducting 3/2-cell cavity of the gun. Presently, the electric field gradients in the cavity are limited to about 5 MeV/m because of the onset of field emission [66]. The fast rise of the dark current signal, shown in Fig. 3.6 reduces the signal-to-noise ratio and limits the usability of this injector for low background experiments. The dark current onset is independent of the cathode bias voltage, which indicates little contribution of field emitted electrons from the cathode itself.

A fresh cavity is currently being tested that allows for gradients up to 35 MeV/m. This would increase the electron energy from 2.1 MeV to ultimately 10 MeV at the
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Figure 3.5: 3D technical drawing of the HZDR SRF-Gun with overlaying field distribution inside the cavity (courtesy by A. Arnold [65])

SRF-gun exit. The operation of the cavity at gradients well below the maximum values offers the possibility to significantly reduce the amount of unwanted dark current.

Figure 3.6: left: Dark current signal as a function of the field gradient in the cavity in the absence of a laser pulse. The dark current onset is independent of the cathode bias voltage (5 kV, 3 kV or 0 kV). Right: YAG Screen images for gradients of 6 MeV/m and 6.6 MeV/m. (Image from [66])

3.1.3 ELECTRON BEAM DIAGNOSTICS AND PARAMETERS

The output parameters of an inverse Compton scattering source are strongly coupled to the electron bunch parameters. Therefore, diagnostics are necessary to determine the bunch properties before the analysis of the interaction kinematics can occur. The main focus lies on the electron bunch duration, the transverse normalized emittance, the bunch charge and the beam energy.

Electron bunch duration

From Eq. 2.18 it follows that for ultra-short laser pulses (< ps) the X-ray pulse length is about equal to the electron bunch duration. At ELBE it was measured by electro-optic sampling (EOS) [67, 68]. EOS is an indirect measurement of the electron bunch’s electric field, from which the longitudinal charge distribution can be deduced.

The electric field of the electron bunch causes a birefringence in a special crystal (i.e. ZnTe) that can be probed with a femtosecond laser (Fig. 3.7). By varying the delay between laser and electron bunch, one can measure the charge distribution.

Using the scanning technique, electron pulse durations from the thermionic injector have been measured by C. Kaya et al [69, 70] as a function of the bunch charge. The pulse length was measured after the second accelerator cavity at an energy of
$p \gamma = 23 \text{ MeV}$. The result is shown in Fig. 3.8. For the maximum bunch charge of 77 pC the FWHM bunch duration, measured with this technique, is 2.5 ps.

**Electron beam normalized transverse emittance** The emittance is defined as the area of the phase-space ellipse that contains a certain fraction of all electrons (e.g. 95%) divided by a factor $\pi$. It can be expressed by the Twiss parameters $\alpha, \beta, \gamma$. An exemplary illustration of the phase-space ellipse for the $x - x'$ coordinates is shown in Fig. 3.9. Also shown are the relations of the Twiss parameters to the beam width and beam divergence.

For instance, the beam envelope function $\sigma_r(z)$ is related to $\beta$ by

$$\sigma_r(z) = \sqrt{\beta(z)\epsilon}$$  \hspace{1cm} (3.1)

with the geometric emittance $\epsilon = \sigma_r \sigma_\varphi$.

At the focus of the electron beam the beam width and divergence are related to each other via the beam normalized transverse emittance $\epsilon_N$ (for electron beams with $\Delta\gamma/\gamma < 0.005$)

$$\epsilon_N(\text{RMS}) = \beta \gamma \sigma_r \sigma_\varphi$$  \hspace{1cm} (3.2)

where $\sigma_r$ is the rms beam width and $\sigma_\varphi$ stands for the rms beam angular spread. The normalized transverse emittance is independent of the beam energy, and the $\gamma$-dependence of the divergence is compensated compared to the geometric emittance.
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Figure 3.9: Phase-space ellipse in the x-x’ plane.

With Eq. 3.2 a value of the transverse emittance and a measured spot size, one can deduce the divergence of the electron beam. This divergence translates into various electron-photon collision angles during the scattering process, as shown later in Fig. 5.5 in Section 5.2. For this reason the emittance is the most sensitive parameter for the shape of the X-ray spectral distribution.

The value of the normalized transverse emittance was recently measured at the exit of the injector with 13π mm mrad. Transverse field gradients in the first accelerator cavity and chromatic aberrations in an energy dispersive beam transport section can increase the transverse emittance. To determine the emittance growth, an additional emittance monitor had been installed at the entry of the target chamber. The monitor consists of a set of quadrupole lenses at $z_1$ with tunable focal length $f$, a drift section of length $L = z_2 - z_1$ and a screen to determine the beam width $\sigma_r$.

Using the propagation matrix formalism of the Twiss parameters for the quadrupole lens - drift section combination, the beam width at position $z_2$ (screen) can be expressed by

$$\sigma_{r,2}^2 = \beta_2 \varepsilon = \varepsilon \left[ \left( 1 + \frac{L}{f} \right) \beta_1 - 2L \left( 1 + \frac{L}{f} \right) \alpha_1 + L^2 \gamma_1 \right] \quad (3.3)$$

where the indices 1, 2 refers to the position $z_1$ or $z_2$ along the beam propagation axis.

Fitting Eq. 3.3 to the experimental data, a transverse normalized emittance of $\varepsilon_N = (16 \pm 2)\pi$ mm mrad was deduced.

**Electron beam energy and energy spread** The X-ray photon energy scales quadratically with the Lorentz factor $\gamma$ of the electrons. We therefore require precise knowledge of the electron energy to predict the backscattered photon energy. Measurement of the bending radii or deflection on a screen can be used to determine beam energy and energy spread. The beam position on the detector screen depends on the beam input angle and input position at the dipole entrance. For real beams with a finite size and divergence, the correlation between energy and screen position is not biunique. This problem can be overcome by using an imaging spectrometer in the Browne-Buechner geometry [71]. In this setup an entrance slit is imaged to an angled screen to maintain the energy-deflection-dependance.

Because of the remanence of the spectrometer magnets, which would influence
the beam, the Browne-Buechner-spectrometer cannot be used in transmission during the experimental campaign. Therefore one of the beamline dipoles had been calibrated to measure the beam energy depending on the beam deflection for a known B-field. The field was measured by a «Metrolab» PT2025 NMR-probe within the return yoke of the magnet. An experiment for the photodisintegration of deuterons \[72\], conducted in the γELBE-cave, indicated a systematic error in this procedure as shown in Fig. 3.10. The value of this energy offset for the PHOENIX cave is not known but is estimated to be within the same order of magnitude.

![Figure 3.10: Calibrated dipole measurement in comparison to the results from the Browne-Buechner spectrometer.](image)

The electron beam energy spread was determined from a spot size measurement in a dispersive beamline section after a dipole. Using the previously determined calibrations, an energy spread of \(\Delta \gamma/\gamma = 0.1\%\) was measured (see Fig. 3.11).

![Figure 3.11: Viewscreen-lineout behind a dipole in the nuclear physics experimental cave to measure the electron beam energy spread.](image)

**Electron bunch charge** The X-ray flux scales linearly with the electron bunch charge \(Q\) (see Eq. 2.29). Accurate knowledge of the interacting charge is important to enable scaling of current results for future facility parameters. At ELBE, the bunch charge was typically measured by dividing the beam-dump current signal by the pulse repetition rate. In a 10 Hz/single-shot regime, single-shot diagnostics had to be implemented since the charge of the leading pulse in a bunch train can differ significantly
from the average bunch charge. To monitor the bunch charge, resolving every bunch, an integrating current transformer (ICT) [73] was installed at the target chamber entrance. The ICT output signal width is constant 20ns, based on the internal RC circuit time constant. Using the calibrations for the signal amplifiers, together with cross-calibrations against a Faraday cup in the cw-operation [74], the bunch charge can be deduced from the current signal in Fig. 3.12. The maximum bunch charge from the thermionic injector was measured to be \( Q = 77 \) pC.

Figure 3.12: Exemplary ICT scope signal from Tektronix DPO4040
3.2 THE DRACO 150 TW Ti:SAPPHIRE LASER SYSTEM

The DRACO high intensity laser is a CPA (chirped pulse amplification) laser system based on the commercially available Pulsar series by «Amplitude Technologies». It uses titanium sapphire as gain material, which ensures a broad gain bandwidth in the near infrared spectral region, supporting pulse durations of 30 fs and less.

3.2.1 SYSTEM PARAMETERS AND OVERVIEW

A schematic illustration of the total system is shown in Fig. 3.13. Employing the principle of chirped pulse amplification, a short laser pulse is temporally stretched, subsequently amplified and finally recompressed, with the aim of avoiding damage to the optical components employed during amplification. At HZDR, the laser chain starts with a «Femtolasers» oscillator which delivers 15 fs-pulses centered at
800 nm wavelength at a repetition rate of 78 MHz, followed by a pulse picker, to reduce this repetition rate to 10 Hz. Before entering the stretcher, a booster amplifier increases the pulse energy from a few nanojoules to several microjoules for an increased signal-to-noise ratio after stretching. The all-reflective Öffner-stretcher [78] increases the pulse duration to about 500 ps. The pulse stretching unit also incorporates a «Fastlite» Dazzler to alter and fine-tune the spectral phase and amplitude in order to achieve optimal compression. The dazzler is a programmable device based on the longitudinal interaction of an acoustic wave with an optical pulse inside a birefringent crystal [79]. The device was also used during the measurement campaign to shape the pulse duration from the minimum duration of about 30 fs to 500 fs and back in order to vary the laser strength $a_0$ without manipulating the stretcher/compressor configuration. Following the stretching unit, the pulse is amplified by three orders of magnitude in a regenerative amplifier. A «Fastlite» Mazzler acousto-optic gain filter (AOF) inside the amplifier controls the laser pulse spectrum by reducing the transmission in the spectral region with the highest gain. This increases the wings in the laser spectrum relative to the center [80]. The bandwidth of the laser spectrum after the amplifier can be up to 80 nm.

Figure 3.14: Nearfield image after the regenerative amplifier.

Additionally, the regenerative amplifier acts as a spatial filter producing a $TEM_{00}$ mode (Fig. 3.14) that is subsequently amplified in three consecutive multipass amplifiers to a pulse energy of 5 – 7 Joules before entering the compressor unit. Between the amplifiers, polarizers combined with Pockels cells clean the beam from unwanted pre- and post-pulses. Telescopes increase the beam diameter after each amplifier to adapt to the increased pulse energy, thereby remaining below the damage threshold for each component. Multipass 1 and 2 (see Fig. 3.13) have a fixed gain defined by the available 532 nm pump power. The main amplifier is cryogenically cooled and pumped by 9 individual pump lasers, each delivering 2 Joules pump energy. Cryogenic cooling avoids thermal lensing in the amplifier crystal. For this reason, the laser wavefront is not influenced by the pump power in the main amplifier. Hence, the pulse energy can be varied by changing the number of active pump lasers.

The power of the laser after the main amplifier is about 10 GW. To achieve multi-terawatt peak power, temporal compression of the laser pulse after amplification is necessary. This can be achieved by a Treacy type grating setup [81] that provides anomalous dispersion. This compensates the optical path length differences of the spectral components, accumulated during the propagation through the stretcher unit and amplifiers. In the experiment pulse durations of 30 fs were measured.

The laser power of the compressed pulse exceeds the critical power in air by orders of magnitude. This would result in a beam profile dependent local change of the refractive index, which severely changes the beam profile [82, 83]. This effect is prevented by building a vacuum enclosure around the compressor, target areas and the
connecting beamlines. This also avoids dust-induced burn spots on the large optical components.

Relativistic intensities (> $10^{18}$ W/cm$^2$) at the focal plane of the laser depend on the focusability and therefore the wavefront of the laser pulse. A deformable mirror is set up after the compressor to offset wavefront errors accumulated during amplification and to pre-compensate wavefront distortions picked up in the beamline from the compressor to the target chamber.

### 3.2.2 TRANSFER BEAMLINE AND VACUUM SYSTEM

The interaction chamber is set up in an experimental cave adjacent to the cleanroom that houses the high-intensity laser. Because of radiation safety constraints, the beamline is mounted on top of the laser and accelerator rooms, entering the experimental cave through the ceiling. This way the amount of necessary additional shielding is minimized and the accessibility to the beamline mirrors is maximized. The length of the entire beamline from the compressor output to the target chamber amounts to 50 m in different environments with and without temperature stabilization. In addition, vibrations from vacuum pumps, fans and other sources couple through the ceiling of the building into the beamline mounts and have to be taken into account. A real-time detection and control system was developed [84] to actively stabilize the beamline.

As described previously, the DRACO laser repetition rate is limited to a maximum of 10 Hz, which is too slow to be used as a pointing reference. Therefore we installed a tunable continuous wave diode laser (Sacher Mod. LYNX-S3-0730-020 [85]). The mirrors used to guide the high-intensity laser reflect laser light in the spectral range from 750 nm to 850 nm. Below or above that spectral region, the reflectivity drops rapidly. A precisely tuned laser can then be partially reflected and transmitted. A beam position detector behind each turning mirror delivers a feedback signal for the previous mirror actuators. A schematic of the beamline setup is shown in Fig. 3.15

![Figure 3.15: Schematic illustration of the pointing stabilization setup.](image-url)

The pilot laser beam’s far field is imaged onto a “Hamamatsu” S2044 PSD-detector (position sensitive device). Consequently the measurement detects angular deviations, important to stabilize the interaction angle during the scattering experiment. Parallel shifts can not be detected, but their occurrence is very unlikely in the given setup. The deviations $\Delta x$ and $\Delta y$ from the setpoints for every mirror-detector pair are analyzed in a FPGA based real-time system (NI compactRIO). A PID control program steers a double-actuator pair for each axis on each mirror. The actuator pair consists of a slow
long travel range actuator to compensate thermal drifts and a fast piezo actuator to deal with the higher frequency vibrations.

The laser pulses contain up to 5 Joules of energy. The damage threshold of the dielectric turning mirrors in the femtosecond regime of 500 mJ/cm² demands 20 cm apertures. The necessary large optics mirror mounts limit the overall performance of the stabilization. For a quick reaction to the actuator movement, the mount’s spring pre-load has to be very high. This force is limited by the actuator maximum load. The combination of mirror mount and actuator as a driven oscillator has a resonance frequency near 60 Hz (see Fig. 3.16) which defines the maximum stabilization frequency. The detection setup can operate at a refresh rate of up to several kilohertz but the stabilization operates up to 40 Hz.

![Figure 3.16: The response curve shows possible operation up to about 40 Hz actuator frequency.](image)

The long-term performance of the stabilized beamline can be seen in Fig. 3.17. The figure shows the actuator voltage and the PSD-signal (with the Y-axis as exemplar). In order to maintain the set beam position, the actuator compensates a temperature-related linear drift and pointing jitter. After about 6400 s of measurement, the active stabilization is turned off. The magnified parts in Fig. 3.17 show that the beam position standard deviation grows by a factor of 5 in the unstabilized case. With the beamline stabilization in operation, the pointing jitter at the interaction plane was measured with the result of about 50µm peak to peak, equivalent to one focal spot size or 16 µrad.

### 3.3 PHOENIX TARGET AREA

Besides its primary purpose of housing the backscattering experiments, the target area was also designed for electron acceleration experiments via a laser driven wakefield inside a gaseous target [86, 87]. In this case, the accessible parameter space differs from the standard ELBE parameters, and Monte-Carlo simulations were required to ensure the fulfillment of radiation safety requirements. These studies conducted by M.Gross with the FLUKA code [88] led to the result depicted in Fig. 3.18, which shows that the existing radiation protection is sufficient for an assumed electron source with 1 GeV beam energy, a 1 nC bunch charge at a repetition rate of 10 Hz.

### 3.3.1 TARGET CHAMBER

A modified target chamber from the Strathclyde University collaboration partners was used. The modification was necessary to implement very long focal length parabolas,
Figure 3.17: Long-term performance of the laser transfer beamline for actuator voltage and the PSD-signal (for the Y-axis). After about 6400 seconds the active stabilization was turned off. The magnified parts show that the standard deviation grows by a factor of 5 in the unstabilized case.

Figure 3.18: FLUKA simulation results by M. Gross for the estimated total equivalent dose distribution for a laser wakefield driven source.

which where necessary to suppress the influence of laser focusing on the X-ray bandwidth (plane-wave approximation of the laser). Large focal spots are also preferred,
with $\omega_0$ being the size of the focal spot, as subsequently, the increased Rayleigh length $z_r$,

$$z_r = \frac{\pi \omega_0^2}{\lambda}$$

(3.4)

becomes longer than each beam’s pulse length. This ensures an interaction with quasi constant laser field strength [24].

Figure 3.19: Schematic of the PHOENIX target chamber during the experiment including electron beam re-collimation, a dedicated beam-dump and extra lead shielding.

Figure 3.19 shows a schematic of the PHOENIX target chamber. The laser enters the chamber through the ceiling. An 8” mirror reflects the beam into the horizontal plane where it is focused by an $f/30$ off-axis parabola to the interaction point (IP). The electron beam enters the target chamber from the left of the image. A permanent magnet quadrupole triplet focuses the electron beam onto the interaction point. After the scattering, the electron beam is recollimated by a quadrupole doublet system, before a C-shape permanent magnet dipole deflects the beam towards the electron beam dump. The backscattered photons propagate from the interaction point to the last folding mirror, which has a 5 mm aperture along the X-ray propagation axis. This creates a pencil beam that is detected by the X-ray detection system. The detection system, as well as the electron beam dump, are enclosed by several layers of lead to suppress background photons during the measurement.
3.3.2 ELECTRON BEAM FOCUSING SETUP

A bright source requires the interacting beams to be tightly focused onto each other as a direct consequence of the small Thomson scattering cross-section [24]. For an electron beam with a given diameter, the achievable spot size decreases with the focal length of the focusing lens. The space near the target plane, the vacuum environment and the clear aperture for the counter-propagating laser pulse as well as the electron beam had to be considered during the design of the magnetic lens. The in-vacuum setup and the compactness requirements favored a design using permanent magnets, in comparison to a conventional current driven quadrupole.

![Mesh model of the simulated permanent magnet triplet (PMT) consisting of iron yokes (blue) and permanent magnets (red).](image)

Because of the large magnet aperture, a pure Halbach design [89], as used by other groups [90, 91], was ruled out. The decision to build a hybrid system with iron yokes and Sm2Co17 permanent magnets was based on the simplicity of the needed magnet shapes and the field quality that is achieved via the precise hyperbolic shape of the yoke tips. The Sm2Co17 magnets used, offer a sufficiently high remanence of between 0.8 and 1.1 T and a very high Curie-temperature of 800°C.

A RADIA code [92] mesh model of the final design for the entire triplet without supporting frames and actuators is shown in Fig. 3.20. The clear aperture is 20 mm, and the field strength at the pole is 0.2 T, resulting in a field gradient of 20 T/m. The results from the magnetic field simulation were used in a GPT [63] particle tracking simulation in order to find the optimal magnet spacing geometry. The tracking simulation outcome is shown in Fig. 3.21 for five different transverse normalized emittance values from 0.2 to 20π mm mrad. The resulting focal spot sizes are summarized in Table 3.1 [93].

Subsequently, the sensitivity to alignment errors (see Fig. 3.22) of the individual quadrupoles in the triplet were analyzed. Tilting around the x/y-axes leads to higher order aberrations but does not change the spot size to first order. An offset of one of the lenses steers the beam and changes the pointing but the spot size maintains the same. In contrast, a rotation around the beam propagation axis mixes the primary planes in x and y and causes large focal spot deviations, as illustrated in Fig. 3.23.

Based on the results from the error analysis, a mounting system was developed that allowed position tuning in all relevant axes of the individual quadrupoles and the triplet itself. Figure 3.24 shows a CAD-model together with a single quadrupole mounted on a dummy frame.
While assembling the quadrupoles, four permanent magnets with quasi identical magnetic strength were selected. The air gaps between the magnets and the yokes were filled with sheet metal of various thicknesses to compensate any manufacturing errors.

Consequently the field map of every quadrupole and the triplet had to be measured. Becker et al. [94] developed a method that was adapted to the actuator and control system planned for the permanent magnet triplet (PMT) by O.Zarini [93]. The core idea of the technique is to keep the Hall-probe fixed during the entire mapping process so as to minimize the measurement errors and allow for an automatic measurement with high spatial resolution better than 10 µm. Scanning the B-field along the z-axis away from the quad centers shows the effec-
Figure 3.23: GPT simulations for the spot size dependence of the electron beam focus on the rotation of the individual quadrupole lenses [93].

Figure 3.24: (a) Photo of an outer quadrupole lens with CNC-milled iron yokes and SmCo magnets. (b) 3D CAD model of the assembled final focusing PMT.

tive length of the magnets with their fringe fields. As is clearly visible in Fig. 3.25, the fields extend the magnets. The measurement is limited to the maximum displacement of the z-translation stage that moves the hall probe and the stability of the probe holder itself. For magnet configurations with small distances between the center magnet and the outer quadrupoles, the fields start to overlap and disturb each other. This defines an exclusion region for the moveable quadrupoles.

During the experiment, the chosen triplet settings were based on the best signal to noise ratio of the X-ray detector. Large beam radii within the triplet were a consequence of strong focusing, where the individual quadrupole separation is at the maximum travel range of the actuators. The related beam halo that was clipped in the magnets and yokes led to a tremendously increased X-ray background signal. Furthermore, the smallest possible spot sizes led to imperfect recollimation by the simple doublet system, which caused beam loss in the line towards the electron beam dump. This beam loss also added to the X-ray background. Consequently, a shallow focusing with a larger spot size was chosen. This supports the attempt, to exclude the focusing
influence of the beam divergence on the backscattered X-ray bandwidth. 

Figure 3.26 shows one ELBE focus that was used during the campaign. It forms an elliptical spot with major and minor axis \( a = 136 \mu m \) (rms) and \( b = 103 \mu m \) (rms). The pointing jitter from the electron linac is below 1% of the beam focus size.

Figure 3.26: The measured focus after the final focusing PMT forms an elliptical spot with major and minor axis \( a = 136 \mu m \) (rms) and \( b = 103 \mu m \) (rms).

### 3.3.3 LASER BEAM FOCUSING SETUP

The smallest achievable spot size for a laser pulse with a flat wavefront is defined by the \( f \)-number of the focusing optic. To avoid an intensity-dependent nonlinear phase shift \[95\] and maintain the compressed pulse duration, only reflective optics can be used after the laser beam passed the compressor unit. In the PHOENIX setup, off-axis parabolas are used to focus the laser. The effective focal length of these optics is chosen depending on the desired spot size or Rayleigh length \( z_r \) from Eq. 3.4.

The laser wavefront needs to be flat throughout the interaction region in order to eliminate broadening effect related to various \( k \)-vectors \[24\]. This is necessary for the characterization of the X-ray source and to study the fundamental kinematics during the interaction of both beams. This favors long Rayleigh lengths. In Section 4.1 the timing jitter was estimated to be about 1 ps, corresponding to 300\( \mu m \) interaction...
length. This interaction length sets a lower threshold for the effective focal length of the parabola

\[ f^2 \geq \frac{\pi}{8\lambda} D^2 c \tau_{\text{jitter}} \]  

(3.5)

where \( D \) is defined as the 4\( \sigma \) beam diameter \[^{96, 97} \] in the near field plane of the laser.

The maximum laser focal length in the PHOENIX setup is defined by the mirror coating damage threshold, the target chamber geometry and the interaction scenario. For a head-on collision, a final folding mirror is needed to overlap the propagation axes of the laser and the electron beam. This mirror has a 5 mm aperture at the center for the detection of X-rays. The target plane, and therefore the maximum distance to the folding mirror, is fixed in the chamber because of the position of flanges for diagnostics (see Fig. 3.27). This leaves the focal length as the single parameter to control the fluence on the folding mirror. This leads to the inequality

\[ \text{distance(target plane} \rightarrow \text{folding mirror}) \geq \frac{1}{3} f \]  

(3.6)

which includes a safety margin (factor of two) due to the projection on the mirror and the mirror coating’s specified damage threshold of 1300 mJ/ cm\(^2\) \[^{98} \] in the femtosecond pulse regime.

![Diagram of backscattering experiment setup with electrons from a conventional accelerator.](image)

Figure 3.27: Schematic of a backscattering experiment setup with electrons from a conventional accelerator. Both beams collide at the interaction point IP.

With all these considerations, a focusing optic with 3 m focal length was chosen. This optic can later be used in experiments for wakefield acceleration in low density gas targets \[^{99} \].

The achieved focal spots were measured in two diagnostic setups: a high precision measurement at the target plane and via a monitor beam from the leakage through a mirror. A slow (f/10) achromat lens was used to minimize aberrations of the focal plane image. Using a refractive optic required an attenuation of the beam energy by several orders of magnitude, which was realized by multiple glass wedges. With this setup it was also possible to image the focus for pulse energies of more than 4 Joules. This setup cannot be used during the operation of the electron linac because the necessary pickup mirror is on the electron propagation path.

Therefore, a transmission online diagnostic setup was developed as the internship project of J.Couperus (U Twente, NL). The internship project’s title was “Diagnostics for future Thomson-backscattering and Laser Wakefield Acceleration experiments” and included the laser diagnostic design for the PHOENIX target area. These diagnos-
tics are built to show shot-to-shot deviations or long-term deviations of beam parameters and not actual spot sizes. A schematic is shown in Fig. 3.28. A plano-convex lens with 1.5 m focal length (L1) picks up the 2% leakage through the M2 mirror (see Fig. 3.27). A beam splitter (BS1) splits up part of the light for the stretcher setup while the rest is distributed to a far field (FF) camera, a PSD-detector (Point) (see Subsection 3.2.2) and a calibrated photodiode. The photodiode is used to monitor the beam energy during long-term operation. A second plano-convex lens (L2) is used to re-collimate the beam and to image a near field (NF) plane upstream in the beamline. The stretched probe beam re-enters the target chamber via another window (W2).

An early far field image from the setup is shown in Fig. 3.29b. The laser beam has a bandwidth greater than 50 nm and illuminates more than 50% of the lens. This leads to large spherical and chromatic aberrations of the focal spot. The energy of this diagnostic pulse can be as large as 100 mJ with a pulse duration of 100 fs stretched from its original 30 fs by propagating through the 25 mm thick turning mirror M2. Therefore, the power of the probe pulse is about 1 TW which is three orders of magnitude greater than the critical power $P_{cr}$ for self-focusing in fused silica. This onset of filamentation of the beam in the lens and even more in the out-coupling window (W1) massively degrade the focus quality. The pointing position and energy transfer through the diagnostic setup is independent of these aberrations to first order.

The comparison with the HQ imaging setup from the target plan (Fig. 3.29a) indicates that there are intrinsic wavefront errors, not originating from the online diagnostic setup.

Figure 3.29 shows a focus that has significantly more energy deposited in the wings compared to a focus that was measured in a target chamber adjacent to the compressor unit without a dedicated beamline [100] (see Fig. 3.30).

The characteristic shape of the measured focus in Fig. 3.29a indicated that the origin of the focus degradation is not located in the final focusing off-axis parabola, but mainly in the transfer beamline. The source for the wavefront errors leading to a bad focus were suspected in the deformations of the large flat mirror optics caused by their own weight and the mirror mount design. The dominant Zernicke polynomial that one would expect after propagating a beam along optics deformed in such way is coma ($\sim 3 \times x^2 \times y + 3 \times y^3 - 2 \times y$). Coma can be seen as a combination of two
Figure 3.29: (a) High resolution image of the $f/30$ OAP-focus at the interaction point before closed-loop optimization. (b) Related transmission online diagnostic measurement result to monitor focus changes during operation when the HQ imaging setup is not accessible.

Figure 3.30: Total equivalence dose decay per shot along the z-axis in the beam forward direction.

aberrations, spherical aberration and astigmatism. This hypothesis was backed up by a simple far field simulation. Assuming a perfect Gaussian beam in the near field, a wavefront deformation with coma as the leading distortion term would result in a focus as shown in Fig. 3.31, which has similar far field features to those shown in Fig. 3.29.

Figure 3.31: Simulated focus for a wavefront deformation with coma as the leading distortion term.
To improve the focal spot quality, we installed a «Phasics» SID4 wavefront sensor \[101\], in a closed-loop with the deformable mirror independent from the sensor in the Draco diagnostic setup before the transfer beamline, in a closed-loop with the deformable mirror. By doing this, the wavefront errors were pre-compensated with the result of a significantly improved focal spot as shown in Fig. 3.32. The spot size is nearly diffraction limited with diameter \( d = 35 \mu m \) (FWHM).

Figure 3.32: (a) High resolution image of the f/30 QAP-focus at the interaction point after closed-loop optimization. (b) Related transmission online diagnostic measurement result to monitor focus changes during operation.
4 PHOENIX COMMISSIONING EXPERIMENTS
In the previous chapter, the facility necessary to conduct an inverse Compton scattering experiment was described. This included the electron linear accelerator, the high-intensity laser and the target area. The description of each part focused on the parameters, which will influence the emitted X-ray radiation from the scattering interaction. In this chapter, the experimental requirements for an ICS experiment and the related experimental setups are explained.

The challenges are:

- Obtain spatio-temporal overlap of both interacting beams at the target plane.
- Suppress the X-ray background from bremsstrahlung created by the accelerator environment.

A timing and synchronization setup was developed, and the electron beam line was optimized to isolate bremsstrahlung from the X-ray detectors. After characterizing the detector response, first experiments showed that beam overlap was achieved.

### 4.1 CHARACTERIZATION OF THE TIMING AND SYNCHRONIZATION SETUP

The high-intensity laser as well as the electron linear accelerator are pulsed sources with femtosecond laser pulses and picosecond electron bunches. In order to obtain temporal overlap at the target plane, the phase of the accelerator’s RF field and the laser oscillator have to be synchronized. Any phase error during this synchronization results in arrival time jitter between the laser pulse and the electron bunch. As a second step that is referred to as **Timing**, the laser pulses are delayed with respect to the electron bunch to compensate the path length difference from the source points to the target plane. In this section an overview is given of the techniques employed with regard to timing and synchronization.

![Figure 4.1: Pictogram of the ELBE/DRACO timing and pulse selection system.](image-url)
4.1 Characterization of the timing and synchronization setup

**Synchronization** A schematic of the synchronization and timing system is shown in Fig. 4.1. The system master-clock is a low phase-noise 13 MHz RF oscillator within the ELBE low-level radio-frequency (LLRF) setup. From this oscillator, all frequencies that are required to operate the linac are derived using phase-lock loops (PLL) such as 260 MHz for the buncher pill-box in the injector or 1.3 GHz for the operation of the super-conducting cavities and other part specific frequencies. The phase of the laser pulses and the RF field are synchronized by phase-locking the 6th harmonic of the laser oscillator repetition rate to the 30th harmonic of the LLRF master-clock at 390 MHz. The phase mixing of both signals and the generation of a phase-error proportional feedback-signal to tune the laser oscillator cavity length is realized by the commercially available «FEMTOLASER» FEMTOLOCK device. Through this, the repetition rate of the laser oscillator follows the frequency of the master-clock.

The arrival time jitter between laser pulses and electron bunches on target includes the contribution from each of the individual unit’s timing jitter during the propagation of the laser and electron bunch, as well as the reference signal distribution links. For signals with MHz repetition rate, the timing jitter is determined via a phase noise measurement relative to a carrier frequency (using the Rohde&Schwarz FSUP Signal Source Analyzer) with

\[
J_{\text{rms}} = \frac{1}{2\pi f_c} \sqrt{\frac{2}{f_2} \int_{f_1}^{f_2} L(f) df} \ [s]
\]

where \( f_c \) is the carrier frequency and \( L(f) \) the phase noise within the bandwidth \( df \).

Figure 4.2 shows an example of the result of one of these measurements. It illustrates the increase of the timing jitter of the 13 MHz reference signal that is used to synchronize the laser oscillator by inserting a phase mixer (IQ modulator), necessary for the subsequent timing.

![Figure 4.2: (a)Exemplary results of a phase noise measurement for the reference signal with or without the subsequent IQ phase shifter. (b)Jitter as integrated phase noise of the same measurement for the considered bandwidth between 1 Hz and 10 MHz.](image)

Figure 4.2: (a)Exemplary results of a phase noise measurement for the reference signal with or without the subsequent IQ phase shifter. (b)Jitter as integrated phase noise of the same measurement for the considered bandwidth between 1 Hz and 10 MHz.

The contribution to the arrival time jitter is illustrated in Fig. 4.3. The contribution from the laser chain is dominated by the path length differences related to pointing jitter in the transfer beamline. The total laser synchronization is limited by the reference signal distribution unit (optical fiber link with subsequent PLL) with an integrated timing jitter of about 600 fs. The timing jitter for the combination of laser oscillator and FEMTOLOCK unit is determined to be 200 fs. The electron bunch arrival time
jitter was measured with 500 fs at a repetition rate of 13 MHz using a beam position monitor (BPM) signal.

Figure 4.3: Pictogram of the ELBE/DRACO synchronization system including jitter estimates in red [106].

The total arrival time jitter between both pulses at the target plane is estimated at 1 – 2 ps which is longer than the laser pulse duration and about equal to the electron bunch duration. In order to minimize timing jitter influence and ensure scattering events in every laser shot, a head-on geometry (\(\varphi = 180^\circ\)) was chosen, as illustrated in Fig. 3.19, for a reliable interaction within the laser’s Rayleigh length.

**Timing** As previously mentioned, an adjustable time delay is necessary to compensate the path length difference of both machines from their source point to the target plane. A schematic overview of the ELBE/Laser timing diagram is shown in Fig. 4.1. From the 13 MHz-master-clock, a synchronized 10 Hz-signal is derived with a digital counter. This 10 Hz-signal serves as the external trigger signal for the “Hamburger” electron pulse picker and the GenPulse laser timing control unit. The signal from the digital counter to the GenPulse can be delayed with a digital delay generator (SRS DG645 [107]). The GenPulse creates the laser \(T_0\) reference signal by a logic AND-gate with the inputs of the 10 Hz-external trigger and the 78 MHz-signal from the oscillator cavity. All delays to run the laser system (flash-lamp triggers, Pockels cell triggers, etc.) refer to \(T_0\).

The 10 Hz gating of the ELBE linac is necessary in order to use slow X-ray detectors with integration times much longer than the pulse-to-pulse interval. The laser repetition rate is limited to 10 Hz. Without the external gating of the linac electron bunches that did not interact with a laser pulse, would also arrive at the beam dump. The resulting bremsstrahlung would be integrated during the data acquisition of the slow detectors and decrease the signal-to-noise ratio dramatically.

As a result of the synchronization and external triggering, laser and electron pulse trains with a repetition rate of 10 Hz and a constant temporal offset (\(\leq 50 \text{ ms}\)) arrive at the target plane. \(T_0\) can be delayed in steps of 12.8 ns (as a consequence of the logic AND-gate) by the SRS DG645 delay generator to reduce this temporal offset. The temporal offset in the \(\mu\text{s}/\text{ns}\)-regime is measured with an oscilloscope by comparing the signals from the integrating current transformer (ICT) and a photodiode. The scope traces from such a measurement are shown in Fig. 4.4 for a pulse separation of 1 ns.

The fine-tuning of the temporal overlap is achieved by an analogue phase shifting unit (IQ modulator [105]) in the 78 MHz laser oscillator signal line to the FEMTOLOCK unit. The IQ modulator can shift the phase between 0 and 360 degree, corresponding
4.1 Characterization of the timing and synchronization setup

Figure 4.4: Oscilloscope traces for the determination of the temporal beam overlap in the ns-range. The beam position monitor (BPM) is located upstream in the beam-line with minimum cable length. Taking cable lengths and time-of-flight into account, the pulses are within 1 ns.

to 0...12.8 ns with a step size of 250 fs. The IQ modulator is built in series with the signals from the laser oscillator to the FEMTOLOCK phase-locking unit required for synchronization. Its phase noise adds to the total arrival time jitter and was quantified with the results shown in Fig. 4.2.

Figure 4.5: Schematic illustration of the sub-nanosecond optical arrival time detection system.

To minimize the scanning window when finding the initial temporal overlap, a high resolution optical arrival monitor (Fig. 4.5) was developed. It consists of a polished metal coated prism that can be driven in and out of the target plane. On one side, the laser light is reflected and imaged into a fast iCCD camera [108] with a temporal resolution of 200 ps. When the electron bunch propagates through the surface of the other prism side, optical transition radiation (OTR) [109, 110] is created and also imaged with the same lens into the iCCD camera. The integration window length can be chosen and gradually reduced to 200 ps ensuring both spots appear on the camera image by shifting the 78 MHz signal phase with the IQ modulator. The laser had to be attenuated by several orders of magnitude to not saturate the iCCD camera. Once the initial overlap is found, the X-ray yield is maximized by shifting the 78 MHz signal phase.
4.2 CHARACTERIZATION OF THE X-RAY DIAGNOSTIC SETUP

In the PHOENIX diagnostics setup, X-ray detectors are used to define the interaction point and temporal overlap, as well as for the energy-angle correlation measurement. All of these sensors are used to minimize the bremsstrahlung signal from the beamlines or beam dump in order to optimize the signal-to-noise ratio.

The interaction point is defined as the charge center at the electron beam focal plane. The charge distribution was measured with a 20µm tungsten crosshair scan while simultaneously detecting the resulting bremsstrahlung with a scintillator detector (Hamamatsu R7400U PMT + BaF2 crystal \([111]\)). A typical oscilloscope trace for the x-direction with FWHM width 165µm is shown in Fig. 4.6. The achieved position accuracy exceeds the lanex phosphor screen resolution which is about \(\sim 100\)µm. Subsequently, the pilot laser was directed onto the same crosshair and the resulting diffraction pattern, measured on the laser focus diagnostic camera, was used to find spatial overlap.

![Figure 4.6: Transverse electron beam profile (165µm FWHM) measured with the wire scan technique.](image)

For the in situ monitoring of the temporal overlap an «AmpTek» XR-100T-CdTe detector was used \([112]\). It is a single pixel semiconductor detector with an active area of 5 mm by 5 mm and 1 mm thickness. It can be operated in the single-photon regime, which is necessary to achieve high temporal sensitivity. At the same time, the X-ray photon spectrum can be measured. Depending on the energy of the incoming photon, a number of electron/hole pairs is created inside the active volume. The resulting charge is directly related to the photon’s energy.

The quantum efficiency of the detector is flat throughout the X-ray spectral region that is accessible with the ELBE driven setup as shown in Fig. 4.7.

The energy resolution of the XR-100T-CdTe detector depends on the exact amplifier configuration. For the calibration of the detector setup, a \(^{214}\text{Am}\) source has been used. Figure 4.8 shows a histogram recorded with the XR-100T-CdTe. It shows numerous peaks that were compared to known transitions from the National Nuclear Data Center database \([113]\). The inset of Fig. 4.8 shows a linear relation between ADC channel number and photon energy. The width of the 13.9 keV peak reveals an energy resolution of 0.8 keV (FWHM). The XR-100T-CdTe detector is a well established tool within the X-ray spectroscopy community and serves as a reference to cross-check measured fluxes and spectra from other diagnostics.

For an enhanced understanding of the kinematics during the scattering interaction of the laser pulse with the electron bunch, the spatial and energetic resolution has...
4.2 Characterization of the X-ray diagnostic setup

![Diagram of CdTe Detection Efficiency]

Figure 4.7: Quantum efficiency of the «AmpTek» XR-100T-CdTe detector (Efficiency curve from Amptek website [112]).

![Graph of Calibration Measurement]

Figure 4.8: Calibration measurement of the XR-100T-CdTe detector using a $^{214}$Am source.

to be much higher than is achievable with the semi-conductor detector setup. For this reason, an X-ray CCD camera has been employed to measure the energy-angle correlation with unprecedented resolution in matters of observation angle and X-ray photon energy.

The model used during the experiments is an «ANDOR Technology» DY420-BR-DD depicted in Fig. 4.9. It is actively cooled to minimize electronic noise from the CCD chip.

In the detector setup geometry at PHOENIX, the CCD is directly exposed to the generated X-ray light. For an increased quantum efficiency in the medium-energy range of 5 keV to 20 keV, a deep-depletion CCD-type camera has been used which consists of a thicker 40$\mu$m epitaxial layer compared to the standard thickness of about 20$\mu$m.

When X-ray photons with an energy less than 100 keV propagate through the active layer of the CCD chip, they lose energy predominantly because of the photo-electric effect [115]. Dependent on the photon energy a certain number of electron-hole pairs is created. On average, an energy of 3.65 eV is necessary to create one pair in
Figure 4.9: Image of the «ANDOR Technology» DY420-BR-DD camera (Image from Andor Technologies website [114]).

Silicon. The photon energy is deduced by summing up the entire created charge. It is crucial that the charge is collected within one pixel to maintain the correlation between charge and photon energy. The correlation is lost if the photon is absorbed in the border region between two or more pixels. Even though the generated charge cloud diameter is below 1\(\mu\)m [116], the charge diffuses and expands before it is collected in an individual pixel potential well. This effect is called charge-splitting and destroys the direct correlation between photon energy and pixel charge. The resulting cluster events (1x2, 2x2, 1x3 etc), as shown in Fig. 4.10, can be analyzed at the cost of significant reduced spectral resolution [117].

![Diagram of single-pixel, two-pixel, three-pixel, and four-pixel events](image)

Figure 4.10: (a) An example of single- and multiple-pixel events. The dark pixels represent the counts above the single-pixel threshold and the shaded pixels show the counts between the single-pixel and multiple-pixel thresholds. (Image based on Princeton Instruments website [118]). (b) Broadening of the detected linewidth of an \(^{55}\)Fe source due to multi-pixel events. (Image from [117])

As a consequence, only a fraction of the entire X-ray beam was directed onto the CCD detector which is positioned at a distance of 1915 mm from the source to use the divergence of the X-ray beam in order to further reduce the photon flux to 7500 photons per shot for an area of 65000 pixels (see Table 4.1). The used area of the CCD chip is about equal to the size of the XR-100T-CdTe active area but because of the pixelation the likelihood of electronic pile-up, where more than one photon hits one
4.2 Characterization of the X-ray diagnostic setup

A single-pixel-absorption-event (SPAE) analysis can be used to maintain the direct photon energy/pixel charge correlation at an energy resolution of 30 eV per bin.

<table>
<thead>
<tr>
<th>Number of X-ray photons</th>
</tr>
</thead>
<tbody>
<tr>
<td>At interaction point</td>
</tr>
<tr>
<td>In beamlet after 5 mm aperture</td>
</tr>
<tr>
<td>After attenuation (windows, air,...) &amp; quantum efficiency</td>
</tr>
</tbody>
</table>

Table 4.1: Simulation results for the photon yield assuming a laser power of 4 J and a bunch charge of 50 pC at 24 MeV focused to 50µm respectively 165µm (FWHM) spot size. The beamlet is recorded with a CCD camera using an area of 5 mm × 5 mm of the chip.

For the calibration between ADC channel number and photon energy two radioactive sources, $^{241}\text{Am}$ and $^{55}\text{Fe}$, were used with the results shown in Fig. 4.11. The numerous peaks that were again compared to known transitions from the National Nuclear Data Center database [113]. The inset of Fig. 4.11 shows a linear relation between ADC channel number and photon energy. The width of the 5.9 keV peak of $^{55}\text{Fe}$ reveals an energy resolution of 100 eV (RMS). The bandwidth resolution is limited by incomplete charge collection or charge-transfer-efficiency (CTE). Due to recombination effects for charge clouds further away from the pixel potential well, the charge may not be conserved.

Figure 4.11: Calibration measurement of the «ANDOR Technology» DY420-BR-DD CCD camera using $^{214}\text{Am}$ and $^{55}\text{Fe}$ sources.

The resolution for a relative energy shift is governed by the CCD analog-digital converter. For the «ANDOR Technology» DY420-BR-DD camera the ADC channels are separated by 30 eV (1 bin= 30 eV).

To analyze the measured spectra the effective quantum efficiency (QE) for each channel must be known. Effective QE means that additional to the camera’s silicon absorption efficiency, all layers from the source point to the depletion layer of the CCD are taken into account. This includes the target chamber exit window, air, the multiple foils to seal the camera from vacuum and make it light tight and a dead layer of silicon. The sandwich model consists of 143µm Mylar foil, 14µm polycarbonate, 0.1µm aluminum, 25µm beryllium, 475 mm of air and a 5µm silicon for the dead layer.
of the chip [42]. The X-ray transmission curves are taken from the CXRO database [119]. In between the database sampling points the effective quantum efficiency curve for the setup was interpolated with linear splines. The model assumes that energy that is not transmitted through an active layer of 40 µm silicon is absorbed. Scattering probabilities are not included. The resulting QE-curve is shown in Fig. 4.12.

![Quantum efficiency curve](image)

Figure 4.12: Quantum efficiency curve for the «ANDOR Technology» DY420-BR-DD in combination with the filter stack.

### 4.3 CHARACTERIZATION AND SUPPRESSION OF THE X-RAY BACKGROUND SIGNAL

To measure the X-ray spectrum from the inverse Compton scattering source, the photon yield has to exceed the X-ray background signal. The bremsstrahlung from the interaction of beam halo with beam transportation elements (magnets, apertures, beam tubes) is considered as the main background source. Additionally, there is bremsstrahlung from the originating from the electron beam dump. The bremsstrahlung spectrum is broadband. Only those parts of its spectrum which overlap with the spectral range, accessible with an ELBE driven electron beam, are relevant to the spectrum measurement. The X-ray background from the accelerator cavities (due to field emission, beam halo or energy tails) is suppressed by using a dedicated experimental cave which is surrounded by concrete walls (thickness 3 m) and connected through a dogleg section as shown in Fig. 4.13.

![Electron beam path](image)

Figure 4.13: Illustration of the electron beam path (red) from the accelerator cave to the PHOENIX target area.

In an early “background study” beam time, a 0.4 T dipole was used to deflect the electrons onto a 20 cm block of aluminum which acted as the beam dump. The X-ray background signal from the operation of the electron linac without the presence of a laser recorded with the CCD camera are shown in Fig. 4.14.
4.3 Characterization and suppression of the X-ray background signal

Figure 4.14: Integrated background signal from the CCD camera for 600 shots.

The image contains the integrated background counts of 600 consecutive shots onto the aluminum block. There are still single pixel events that were analyzed and histogrammed, yielding the background spectrum (grey curve) presented in Fig. 4.15. The expected background spectrum in this narrow spectral region is assumed to be flat. The background histogram curve is used to confirm the sandwich model of the CCD with its modeled quantum efficiency.

Figure 4.15: Comparison of the background signal before the campaign for a setup with and without additional differential pumping schemes and during the campaign after extensive optimization. All signals are taken with or scaled to an integration time of 60 interactions.

The target chamber vacuum is directly connected to the accelerator cavity vacuum. To meet the accelerator vacuum standards, a series of apertures and vacuum pumps were installed in a differential pumping scheme. The last aperture in the beamline, just before the PHOENIX target chamber was identified as a main source of the bremsstrahlung signal. The aperture diameter was about 5σ of the beam, but fixed in position without the possibility to verify the relative alignment with respect to the beam axis defined by the magnet centers.

A test run without the aperture was granted. The resulting histogram (orange curve) is included in Fig. 4.15. The background signal amplitude is reduced approximately by a factor of two. The measurement confirmed the aperture as a main background source. It was also shown that the accelerator vacuum was undisturbed after the aperture removal.
For the purpose of further attenuation of the background signal, the distance from the X-ray detector to the beam dump was increased. A stronger 1 T magnet was installed to deflect the beam in a 90° angle to a dedicated beam dump chamber with 10 cm lead shielding. The installation of this new beamline required a recollimation of the previously focused electron beam to avoid clipping of the beam causing additional bremsstrahlung.

A schematic of the final setup that was used during the campaign can be found in Fig. 3.19. As a result of all improvements the background counts almost vanished completely as shown in Fig. 4.16. The background SPAE signal can be seen next to the beamlet spot from the ICS interaction, summed up for 900 scattering events. The background histogram resulting from this data is again shown in Fig. 4.15 (black curve). Within the observed spectral range, only four bins have count values greater than one, showing that the background signal is sufficiently suppressed.

4.4 FIRST LIGHT AND γ-DEPENDENCE OF THE X-RAY SPECTRUM

For the first scattering experiments [40], a proven machine setting of the linac was chosen. The kinetic energy of 22.5 MeV ± 0.25% is suitable for the permanent magnet triplet. The electron beam spot size of $\sigma_r = 136\mu m \times 103\mu m$ (RMS) is the result of background suppression as explained in Subsection 3.3.2. The projections onto the x- and y-axis are $\sigma_x = 124\mu m$ and $\sigma_y = 115\mu m$. The electron bunch duration was 1.7 ps (FWHM) [70]. The laser spectrum has a bandwidth of about 20 nm (RMS) centered at 800 nm, corresponding to a photon energy range from 1.49 eV to 1.63 eV. The laser focal spot size is nearly diffraction limited with 15μm (RMS) or 35μm (FWHM). Because the spot sizes are different, only a fraction of the total charge in the electron bunch interacts with the laser, and an effective bunch charge is introduced by multiplying the total bunch charge with the spot size ratio of laser and electron beam. A schematic illustration of the interaction geometry is shown in Fig. 4.17 together with the actual beam foci images.

For the analysis of the measured spectra, the charge density and laser intensity are assumed to remain constant within the interaction length $L_{int}$ [24] defined as

$$L_{int} = (\tau_{laser} + \tau_{bunch}) \cdot c/2$$

(4.2)

where $\tau_{laser}$ is the laser pulse duration and $\tau_{bunch}$ the electron bunch duration. For the experimental parameters $\tau_{laser} = 210$ fs (rms) and $\tau_{bunch} = 1.7$ ps (rms), this gives $L_{int} = 0.3$ mm, which is much smaller than the laser Rayleigh length ($z_R = 0.8$ mm) and the electron $\beta$-function ($z_b = \gamma\sigma_N^2 = 55$ mm) [53]. This results in constant scattering parameters during the interaction.
4.4 First light and $\gamma$-dependence of the X-ray spectrum

The shallow focusing leads to an almost laminar beam. Using Eq. 3.2 and the measured parameters for the electron beam energy and beam spot size in combination with the measured normalized transverse emittance of $\epsilon_N = 16\pi$ mm mrad, the expected angular spread is very small $\sigma_\phi \approx 2.6$ mrad. Based on the direct feedback signal, the XR-100T-CdTe semi-conductor detector was used to find the initial temporal overlap. Because the maximum bunch charge of 70 pC would saturate the detector, the total bunch charge was reduced to 2 pC, resulting in an effective interacting charge of 40 fC.

After setting the parameters for both machines, the temporal offset between laser and accelerator was varied. The result of the delay scan is presented in Fig. 4.18. It shows the X-ray yield as a function of temporal offset between laser pulse and electron bunch. The first delay curve was recorded with a total bunch charge of 2 pC and a high laser pulse energy of 1.5 J on target. At the maximum signal position, the detector was saturated. In order to reduce the X-ray flux and to ensure an interaction in the linear scattering regime (laser strength parameter $a_0 \ll 1$), the laser pulse energy was reduced to 100 mJ on target ($a_0 = 0.05$). From this second scan, a magnification around the maximum is shown in the inset in Fig. 4.18. A full width at half maximum of 300 ps was deduced. The low sensitivity to the temporal offset is a result of the larger divergence of the focused laser beam compared to the electron beam, which leads to a better spatial overlap with higher X-ray flux and compensates for the decreasing laser intensity.
Once the timing was optimized for the X-ray yield, the signal was integrated over 10 minutes in “single photon counting-mode” to measure the X-ray spectrum. For the histogram shown in Fig. 4.19 6000 interactions were summed up. It is important to remember that because of the different spot sizes of both interacting beams the total interacting charge was only 40 fC. Figure 4.19 demonstrates the achieved high signal to noise ratio. Clearly visible are a peak at $\hbar \omega \approx 4 \gamma^2 E_0$ and peaks at about $2 \hbar \omega, 3 \hbar \omega \ldots 7 \hbar \omega$. The latter peaks are the result of electronic pile-up, when more than one photon is absorbed within the detector during one read-out cycle. This was confirmed by inserting a tantalum foil. The transmission function of 25 µm tantalum is also plotted in Fig. 4.19. For the measured fundamental signal peak at 12.3 keV the foil blocks the X-rays and only real higher harmonics could penetrate the foil. With the foil in place, no signal was recorded, proving the nature of the peaks to be of electronic origin. The cut-off energy is about 13.2 keV, which is in good agreement with Eq. 2.12 taking a laser photon energy of 1.63 eV and an electron energy of 22.5 MeV. The detected X-ray bandwidth is $\sigma_{\text{rms}} = 0.53$ keV which is slightly more than the detector resolution limit.

Integrating the counts from the first to the eighth peak, with weights according to the pile-up order, and taking into account filter transmission, vacuum windows, air as well as the ratio between emission cone and detector solid angle, about 150 X-ray photons per shot were emitted from the source.

The spectrum has also been measured for electron energies of $p \cdot c = 23$ MeV, 26 MeV and 29 MeV. For each chosen energy, the final focusing triplet was adjusted in focusing strength for maximum signal to noise ratio. From the recorded histograms, the peak positions of the X-ray signal were determined in a range from about $10 \sim 20$ keV. The transition of the X-ray peak energy varies with the Lorentz factor squared in good agreement with Eq. 2.12. A plot is shown in Fig. 4.20.

In the current setup, the tuning range is limited by several factors. For energies above 30 MeV, the permanent magnet triplet’s focusing strength is too weak. This results in a longer focal length so that the whole unit needs to be shifted away from the target plane. In our setup, we were limited by the length of the linear translation stage. For electron energies below 22 MeV, the triplet (designed for electrons with 24 MeV) is too strong and required shifting into the “exclusion-area” around the target plane defined by the position of optical components. It is important to emphasize that these setup changes, even though requiring a complete re-alignment through
the accelerator, were reliably done within less than two hours, and the production of X-rays could be called “turn-key” once the accelerator was set.

This was still true after a break of several days in between individual runs during the campaign with a total “Switch-On time” of about four hours. This included a complete start of both machines, laser and accelerator, from the off-state.

The measurements with the semiconductor detector were meant to optimize the setup and interaction conditions based on the fast readout/response to any parameter variation. Also, this type of detector is well established in the community of X-ray spectroscopy, and the data, even displaying low spatial and energy resolution, will be used to verify the data from the CCD camera.

Figure 4.20: Linear X-Ray tuning range from 12 keV to 21 keV for electron energies $p c = 23$ MeV, 26 MeV and 29 MeV (Image from [40]).
5 HIGH RESOLUTION X-RAY SPECTROSCOPY ON AN ICS SOURCE
In the previous chapter, the results from the first light measurement were presented after achieving spatial and temporal overlap of the electron beam with the laser pulse. In this chapter, the influence of beam and laser parameters on the emitted radiation shall be investigated. To improve the spatial and energy resolution, an X-ray CCD camera replaced the previously used single element detector. The obtained spectra are subsequently compared to CLARA predictions to answer the crucial questions:

- What is the correlation of the electron (transverse emittance, energy) and laser (spectrum) parameters with the characteristics of the emitted X-ray radiation (energy-angle correlation, flux)?
- How accurate is the interaction process modeled in CLARA? Can this tool be used for future source design?

In order to reduce uncertainties during the analysis, it was important to precisely control the parameters of both interacting beams, most importantly: electron beam energy, laser wavelength and observation angle (see Eq. 2.12). The superconducting accelerator ELBE produces stable electron beams with a kinetic energy of 22.5 MeV.

The laser is located in a temperature stabilized cleanroom that minimizes spectral drifts within the time span of the measurements. The laser pulse energy \( E = 100 \text{ mJ} \) and focal spot size (35\( \mu \text{m} \) (FWHM)) is monitored to ensure a constant laser strength parameter \( a_0 = 0.05 \) for the linear regime. Because of the pixelated detector, no pile-up occurred, and the maximum total bunch charge of \( Q_b = 77 \text{ pC} \) was used. As a consequence of the spot size ratio, this results in an effective interacting charge of \( Q_{\text{eff}} = 1.2 \text{ pC} \) as explained in Section 4.4.

To gain insight into the interaction kinematics, a full data-set of energy spectra at various observation angles was collected. To illustrate the scanning direction and the path of the backscattered photons from the interaction point to the camera, the detector area from the setup illustration in Fig. 3.19 is shown (not in scale) in Fig. 5.1.

![Figure 5.1: Schematic illustration of the X-ray propagation path to the detection system (not to scale). The deflection dipole magnet is not shown for better clarity. The magnet is located between the interaction point and the laser mirror.](image)

The X-ray photons are emitted in a cone with full angle \( 2/\gamma \). They propagate towards the last laser folding mirror 1400 mm away from the source, where they are stopped within the 20 mm fused silica substrate. Only the photons that propagate through a
5 mm-diameter aperture in the mirror arrive at the CCD detector at 1915 mm distance. For every camera position, the flat laser folding mirror can independently be moved for maximum X-ray transmission onto the camera.

Within every camera image, “regions of interest” (ROIs) with dimensions 50 by 50 pixel (respectively 1.3 mm × 1.3 mm) were defined (see illustration in Fig. 5.2). Only SPAEs inside those regions were analyzed, leading to an angular resolution of 0.67 mrad. In order to compare the experimentally determined spectrum to numerical simulations, this resolution is necessary to probe the evolution of the spectrum with increasing detection angle without significant spectral broadening because of the detector size. The separation between the single ROIs is 1.15 mrad.

![Figure 5.2: X-ray spot on the CCD with three defined regions of interest (ROI) after an integration of 900 shots.](image)

In order to observe larger observation angles, the CCD camera was moved to four positions. With four camera positions, which cover an opening angle of $\sim 1/\gamma$ and three ROIs within every image, there are 12 histograms sampling the angular space. The angular resolution is up to now limited by the X-ray flux which results in low count rates at larger observation angles. The integration time was chosen based on the long-term stability of the laser spectrum and should not be further increased. With the same setup and beam parameters, the angular resolution can be increased by using circular ring shaped ROIs instead of squares, which cover the same or even larger area on the CCD chip. The analysis algorithms are currently updated to implement this procedure.

As seen in Subsection 3.3.2, the electron beam is asymmetric, and the width and divergence and all derived quantities have to be considered for the x- and y-axis separately. The camera was moved in the y-direction. The correlations between observation angle and beam angular spread are therefore limited to the y-z plane. It follows that in Fig. 3.26 the projection onto the y-axis with $\sigma_y = 115\mu m$ is relevant for the estimation of $\sigma_{\phi,y}$ from Eq. 3.2. For asymmetric beams, the normalized transverse emittance has to be treated independently for the x- and y-direction.

Figure 4.15 in Section 4.3 represents the background signal for the whole CCD area. The background within a ROI scales with its size, which means that the data, presented in the following, is effectively background free.

### 5.1 PHOTON FLUX DISTRIBUTION

Figure 5.3 contains a full data-set for the angle-energy correlation studies of Thomson backscattering at PHOENIX. It shows the measured spectra for twelve observation angles with an energy bin width of 30 eV and an angular resolution of 0.67 mrad. One histogram is the result of the integration of 900 consecutive interactions between laser and electron beam. The channel numbers are already converted into energy based on the calibration as explained in Section 4.2. The histograms are corrected for the energy dependent quantum efficiency of the whole setup. The efficiency of the
SPAE algorithm was determined to be 80% (not corrected in the histogram counts) [120].

Figure 5.3: Histogram data for all camera positions and related regions of interest. For better visibility the histogram is binned.

The flux per ROI for the full spectral bandwidth was determined by integrating the histograms in Fig. 5.3. The result is shown in Fig. 5.4. The plot illustrates the decrease of the flux with increasing observation angle for the full bandwidth (black squares).

Also shown is the prediction by the CLARA code (black curve). The curve re-samples the angular flux distribution similar to a moving aperture.

Figure 5.4: Photon flux in good agreement to simulation result. Integration of 900 consecutive scattering events per ROI. The photon flux is peak along the electron beam propagation axis.

The total flux angular distribution is peaked on the electron beam propagation axis. For the parameters used in the experiment, the full angular width is 26.9 mrad (FWHM). This is significantly less than the \( 2/\gamma \) – opening angle \( \approx 44 \) mrad generally used to normalize measured flux quantities for comparison reasons.

Within the on-axis region of interest (ROI), corresponding to a solid angle of 0.46 \( \mu \)sr, 13 photons per shot were detected with \( Q_{\text{eff}} = 1.2 \) pC.

The number of emitted X-ray photons with the bandwidth \( \Delta \omega/\omega \) depends linearly
on the electron bunch charge $Q$ and the laser power $P$ as stated in [19]

$$N_{\text{xray}} = 8.4 \times 10^{19} \frac{N_0 \lambda_0^2}{2\pi d_{\text{bunch}}^2} \cdot Q[C] \cdot P[\text{TW}] \cdot \left( \frac{\Delta \omega}{\omega} \right)$$  \hspace{1cm} (5.1)

where $N_0$ is the number of oscillations during the interaction, $\lambda_0$ the laser wavelength and $d_{\text{bunch}}$ is the electron bunch diameter.

The design parameters for the ELBE superconducting photo-gun include a maximum bunch charge of 1 nC [121]. With the available laser power of 150 TW from the DRACO-Ti:Sa laser system and under the assumption of an ideal beam overlap, the number of photons can be scaled to $1 \times 10^5$ photons per shot in a solid angle of 0.46 µsr. This corresponds to a 600 µm X-ray spot 1 m away from the interaction point. The integration over the full emission cone would yield an X-ray photon flux of $1 \times 10^8$ photons per shot.

It had been suggested in previous publications that X-ray sources based on inverse Compton scattering can be tuned in photon energy and bandwidth by an aperture with variable diameter and position. The histograms in Fig. 5.3 obtained with an angular resolution of 0.6 mrad effectively represent the intrinsic bandwidth defined by the interacting beams, which cannot be reduced further by reducing the aperture diameter. Therefore, spectral filtering is required to reduce the bandwidth on-axis or even to maintain the “on-axis bandwidth” for observation angles $\theta > 0$.

As a consequence of the parameters accessible with today’s accelerators and lasers, the yield that is necessary for single-shot pump-probe experiments limits the energy and bandwidth tunability via the detection angle. Hence, it is even more important to understand the parameter influence on the spectral properties in order to fit the experimental needs on-axis without further alteration of the source spectrum.

### 5.2 MEASUREMENT OF THE ANGLE-ENERGY CORRELATION (AEC)

As derived in Subsection 2.1.1, for one relativistic electron ($v \approx c$) oscillating in a linearly polarized laser field ($\omega_0$), the angular frequency of the scattered photon $\omega_{\text{sc}}$ is given by

$$\omega_{\text{sc}} = \frac{2\gamma^2 (1 - \cos \varphi)}{1 + (a_0^2/2) + \gamma^2 \theta^2} \omega_0,$$

where $\varphi$ is the collision angle ($\varphi = 180^\circ$ for head-on geometry). For linear Thomson backscattering, it is required that the laser strength parameter $a_0$ is small ($a_0 \ll 1$). In this experiment, the angles are related to the laboratory frame, i.e. the emission/observation angle $\theta$ is measured with respect to the average electron propagation direction (beam axis). From Eq. 2.12, the maximum photon energy $E_{\text{max}} = 4\gamma^2 E_0$ directly follows that can be detected along the beam axis for head-on geometry. Any deviation in either collision or observation angle from a head-on geometry reduces the Doppler shift, resulting in lower photon energies.

The histograms in Fig. 5.3 are the result of numerous collision events between electrons and photons. For every single event, the equation above is valid. It is important to mention that the aforementioned beam axis is the average of all propagation directions. For an individual electron, the angle $\theta$ is related to its propagation direction and $\varphi$ to its interaction angle with the laser photon. By placing a detector at a certain
position, the measured spectrum is an averaged result for many different scattering geometries.

Figure 5.5: (a) Schematic of the interaction for head-on geometry ($\phi = \pi$) including kinematic effects ($\Delta \varphi$) as well as detector size ($\Delta \Omega_{\text{Det}}$). (b) The detector is placed on the electron beam axis ($\theta = 0$). (Image from [122])

An ensemble of electrons in a bunch crosses the interaction plane at multiple angles relative to the beam axis owing to the beam’s transverse emittance as sketched in Fig. 5.5(a). The electron direction deviation $\Delta \varphi$ has to be added to the observation angle and therefore causes an observation angle spread $\Delta \theta$ (Fig. 5.5(b)). Superposition of the emitted X-ray photons causes the detected X-ray spectrum to be broadened. For a detector placed at $\theta = 0$, these photons can only contribute to the low-energy tail of the spectral distribution ($\omega < 4\gamma^2 \omega_0$). This effect, caused by the $\theta$-dependence in Eq. 2.12, results in a skewed X-ray spectrum, assuming symmetric distributions of the electron beam energy and the laser bandwidth.

From the histogram images in Section 5.1, it is qualitatively apparent that the X-ray photon energy and bandwidth, as well as spectral shape, vary with the observation angle. The focus of the analysis is centered on the statistical moments of the photon distribution, namely center, width and skewness. By fitting a skewed Gaussian distribution function defined by

$$f(x, x_0, Y, \Delta x) = Y \exp \left\{ - \ln 2 \left[ \ln \left( 1 + \frac{2b(x - x_0)}{\Delta x} \right) \right]^2 \right\}$$

(5.2)

with the amplitude $Y$ and abscissa shift $x$, these moments can be calculated much faster than by using Eq. 2.27 in its differential form. Analytical expressions for the distribution moments are of great value for analyzing data-sets with low count rates. Often the moments are underestimated because of the lack of data far away from the peak of the distribution. The asymmetry parameter $b$ has a positive sign for skewed distributions in the direction $x > 0$ and negative sign for $x < 0$. A symmetric Gaussian function is represented by $b = 0$. The full width at half max value is related to $\Delta x$ by

$$\text{FWHM} = \Delta x \frac{\sinh b}{b}$$

During the fitting process, the logarithm in Eq. 5.2 may become undefined. This happens for $x \leq x_0 - \frac{4x}{2b}$ and positive skew or $x \geq x_0 - \frac{4x}{2b}$ and negative skew. The height of the distribution function, when approaching these values $x_{\text{Limit}}$, is negligibly small. Hence, the fitting function $f(x, x_0, Y, \Delta x)$ used during the further analysis was defined piecewise with

$$f(x, x_0, Y, \Delta x) = \begin{cases} 
Y \exp \left\{ - \ln 2 \left[ \ln \left( 1 + \frac{2b(x - x_0)}{\Delta x} \right) \right]^2 \right\} & \text{if } x \leq x_0 - \frac{4x}{2b} \text{ and } b > 0 \\
0 & \text{if } x \geq x_0 - \frac{4x}{2b} \text{ and } b < 0
\end{cases}$$

(5.3)
5.2 Measurement of the Angle-Energy Correlation (AEC)

Figure 5.6 shows examples of three histograms at different observation angles \( \theta = 1.15 \) mrad, \( \theta = 5.22 \) mrad and \( \theta = 15.66 \) mrad. The plots also include the fit function \( f(x, x_0, Y, \Delta x) \) as described above. They show the expected behavior with the energy shifting to lower values while the bandwidth increases and the spectra become more symmetric with increasing angle.

Figure 5.6: Measured X-ray spectra and Eq. 5.2 fit at various observation angles \( \theta = \) (a)1.15 mrad, (b)5.22 mrad, (c)15.66 mrad.

The fit results for all observation angles are plotted in Fig. 5.7. The spectrum peaks at 12.3 keV on the axis (\( \theta = 0 \)) and shifts to 8.2 keV at \( \theta = 18.0 \) mrad. The measured maximum cut-off energy, which results from a head-on collision of an electron with a photon from the blue end of the laser spectrum, is 13.2 keV. This is in good agreement with the prediction from Eq. 2.12 taking a laser photon energy of 1.63 eV and an electron kinetic energy of 22.5 MeV. The position of the X-rays peaks are found to deviate from Eq. 2.12 particularly near the electron beam propagation axis. This is because of the angular spread of the incoming electrons, which destroys the simple correlation between scattered photon energy and observation direction in Eq. 2.12.

Values from skewed gaussian fits

Figure 5.7: Peak energy and bandwidth according to Eq. 5.2 for all sampled observation angles.

At \( \theta = 0 \), the electron beam angular spread results in X-rays that only contribute to the low energy part of the spectrum. At larger angles the correlation between X-ray photon energy and observation angle is smeared out completely, leading to symmetric histograms with the peak/average energy agreeing with Eq. 2.12 for the single electron and tails to both ends of the spectrum (see Fig. 5.6c)).
The bandwidth, therefore, is minimal on axis, where the broadening due to the angular spread is asymmetric. It grows with increasing observation angle before saturating at about $\theta \approx 10$ mrad for our experimental conditions.

### 5.3 Dependence of the Angle-Energy Correlation on the Electron Beam Energy

The experimental measurements were supported by numerical calculations with the CLARA code to estimate the influence of certain parameters on the emitted radiation. For a direct comparison, the simulation output was sampled at the same angles as the measurement data and Eq. 5.2 was employed as the fitting function, as explained in the previous section. An example of this is shown in Fig. 5.8 for a simulation result of an electron beam with 22.5 MeV kinetic energy and a normalized transverse emittance of $7\pi$ mm mrad. The spectral intensity as a function of photon energy and observation angle is normalized to the on-axis maximum value.

![Figure 5.8: CLARA simulation result for the emitted radiation.](image)

Figure 5.8: CLARA simulation result for the emitted radiation. GPT traces of $5 \times 10^4$ electrons were used in the simulation of the interaction to avoid numerical noise problems.

In order to study the dependence of the emitted spectrum on a change of the electron beam energy, simulations of the scattering process with different electron beam energies were performed. In a second set of simulations, the transverse emittance was varied at a fixed electron kinetic energy of 22.5 MeV. The comparison of both simulations revealed characteristic changes of the emitted spectra for changes of either electron beam energy or beam emittance. Figure 5.9 illustrates the spectral peak position for both simulation sets together with the experimental data. Figure 5.9a contains the first simulation set results for electron kinetic energies of 21.5 MeV, 22.5 MeV and 23.5 MeV with a normalized transverse emittance of $16\pi$ mm mrad. Depending on the electron energy, the spectrum experiences a vertical shift (photon energy axis), where the larger the absolute $\gamma$-dependent photon energy deviation is the flatter the angle-energy curve is, with the maximum deviation on the electron beam propagation axis. The sensitivity to a change of the kinetic energy is well below 1 MeV absolute or 5% relative deviation.
5.3 Dependence of the AEC on the Electron Beam Energy

The variation of the emitted spectra because of a change of the transverse emittance for a fixed kinetic energy of 23 MeV is illustrated in Fig. 5.9b. On the electron beam propagation axis, the peak energy varies with the beam divergence of the electrons defined by $\epsilon/\gamma \sigma_r$. As expected from the description in Section 5.2, the photon peak energy at larger observation angles ($\gtrsim 10$ mrad in our experimental setup) is effectively independent from the beam emittance/divergence. At small observation angles ($\lesssim 10$ mrad), the beam divergence changes the shape of the spectrum, as shown for $\theta = 0$ in Fig. 5.9c. With more divergent electron beams, the spectrum is asymmetrically broadened, leading to skewed photon distribution with a tail towards the low energy side. A laminar beam, a beam with no angular spread, would result in an angle-energy curve described by the undulator equation in Eq. 2.12. Emittance is responsible for the specific curve shape such as width and skewness of the distributions.

Because of the independence of the X-ray spectra from the transverse emittance at larger angles, resulting in a vanishing skewness, these data points can be used to deduce the electron beam kinetic energy. In Section 5.2 it was explained that the peak values for symmetric X-ray distributions agree with Eq. 2.12.

Following this argumentation, the electron beam energy can be deduced by fitting Eq. 2.12 to the peak positions of the experimental data, allowing only large observation angles with unskewed spectra. The result of such a fit is shown in Fig. 5.10 with the expected deviation for $\theta \rightarrow 0$. As a reminder: Eq. 2.12 describes a single electron interaction and does not include collective effects like emittance that lead to skewness and different angle-energy curves.

![Figure 5.9: CLARA simulation for various beam energies (a) or transverse emittances (b). (c) Histograms of the measured data and simulations for transverse emittances of 7π mm mrad, 16π mm mrad and 23π mm mrad at $\theta = 0$ for a kinetic energy of 22.5 MeV.](image)

![Figure 5.10: Determination of the electron beam energy via Eq. 2.12.](image)

The fit result of the electron beam kinetic energy of $E_{\text{kin}} = 23.4$ MeV is within 5% of the ELBE machine parameter of $E_{\text{kin}} = 22.5$ MeV. It is important to keep in mind...
that the selection of data which is used during the fitting process is very important and needs to be based on the skewness of the photon distribution. The angle from where the spectra are symmetric depends on the electron beam parameters and the interaction geometry. Alternatively one could use the high energy cut-off of the X-ray spectrum at $\theta = 0$ to determine the electron beam energy. The weakness of this method is that it relies on a single observation angle and the determination of the cut-off energy can be difficult if there is a small signal to noise ratio. Additionally if the spectra are broadened due to electron beam energy spread or laser bandwidth the cut-off energy is not directly related to the electron beam mean energy anymore.

5.4 DEPENDENCE OF THE ANGLE-ENERGY CORRELATION ON THE LASER SPECTRUM

Figure 5.7 shows the change of the X-ray bandwidth with increasing observation angle. The minimal value, which is found on the electron beam propagation axis, reads $\Delta \lambda_{\text{xray}} = 0.36$ keV (RMS), or $\Delta \omega/\omega = 4.5\%$ (RMS).

A finite bandwidth of a Thomson scattering X-ray source results from the complex interplay between electron energy spread ($\Delta \gamma$), electron beam emittance ($\propto \Delta \phi^1$), laser focusing geometry ($\Delta k \propto \Delta \phi$), laser bandwidth ($\Delta \omega_0$) and detector solid angle ($\Delta \Omega_{\text{Det}}$) as described by Eq. 2.24.

The influence of the laser wavefront curvature on the X-ray bandwidth because of the focusing geometry was estimated by

$$\Delta \omega/\omega \sim \frac{\gamma^2}{1 + a_0^2/2} \left( \frac{\pi d_{\text{laser}}}{L_{\text{int}}/2 + z_0/(2/L_{\text{int}})} \right)^2$$

where $\gamma$ and $a_0$ are the electron Lorentz factor and the laser interaction strength, $L_{\text{int}}$ is the interaction length from Eq. 4.2 and $z_0$ is the laser Rayleigh length.

When $L_{\text{int}} \ll z_0$ as is the case when using a short pulse laser, the electrons interact with a flat laser wave-front. In this experiment, the influence of laser focusing was suppressed by using a long focal length parabola ($f/30$).

Giving the experimental parameters: $\gamma = 45.1, a_0 = 0.05, d_{\text{laser}} = 15\mu m$ (RMS), $L_{\text{int}} = 0.3$ mm and $z_0 = 3.5$ mm, the estimated broadening is about $6 \times 10^{-4}$. This is much smaller than the measured X-ray bandwidth ($\Delta \omega/\omega = 4.5\%$). Therefore, it can be concluded that the laser wave-front curvature has a negligible effect on the X-ray spectrum in this experiment.

The electron beam energy spread illustrated in Fig. 3.11 is $\Delta \gamma/\gamma = 0.001$ (RMS), hence negligible for further considerations.

Because of the finite detector size, it collects scattered X-ray photons emitted in a certain solid angle, thereby increasing the detected X-ray bandwidth ($\sim \gamma^2 \Delta \Omega_{\text{Det}}^2$ [46, 51]). By choosing a ROI-size corresponding to a solid angle $\Omega_{\text{Det}} = 0.46 \mu sr$, the effect of the finite detector size may be made immeasurably small ($\Delta \omega/\omega < 10^{-10}$). Therefore, Eq. 2.24 reduces to

$$\frac{\Delta \omega}{\omega} \approx \sqrt{\left( \frac{\Delta \omega}{\omega} \right)^2 + \left( \frac{\Delta \omega}{\omega} \right)^2}$$

In comparison to other inverse Compton scattering light sources [26, 28, 30, 31].

1$\phi$ from Eq. 2.12
5.4 Dependence of the AEC on the Laser Spectrum

The PHOENIX X-ray source is based on a short-pulse high-intensity Ti:Sapphire laser system. The main motivation for this approach is that this laser system can produce pulse energies up to several joules on target in a small focal spot in order to explore the kinematics of the interaction in the highly nonlinear scattering regime \( \alpha_0 \geq 1 \).

Another aspect of the PHOENIX–DRACO setup is the future possibility to resonantly drive a plasma density wave to accelerate electrons from the plasma background to relativistic energies. This process, which is called laser wakefield acceleration, requires femtosecond laser pulses matched to the plasma frequency. The bunch duration of these electrons was recently measured \([127]\) to be shorter than 10 fs. The pulse duration of inverse Compton scattering sources driven by a laser wakefield accelerated electron beam would be greatly reduced, which directly translates to the temporal resolution in a subsequent pump-probe experiment.

A femtosecond laser pulse intrinsically has a broad bandwidth, in the case of DRACO: \( \Delta \lambda = 60 \text{ nm or } \Delta \omega_0/\omega_0 = 2.5\% \) (RMS), which is a major contribution to the bandwidth according to Eq. 5.5.

Depending on the initial setup during the laser warm-up process, the spectrum of the laser can vary from a top hat shape to slightly asymmetric distributions toward the blue or red spectral range as shown in Fig. 5.11.

![Figure 5.11: Possible spectra caused by thermal drifts in the laser amplifier chain during the experimental run together with their implementation functions for the simulation in CLARA.](image)

To determine the influence of the laser spectrum shape, CLARA simulations, using the three laser spectrum models, shown in Fig. 5.11 were performed. All three spectrum models have identical mean and bandwidth.

The X-ray photon distributions, as the result of a convolution of the laser spectrum with the other parameter distributions, will differ from a simple continuous Gaussian distribution, skewed or not skewed, in the case of a measured laser spectrum as shown in Fig. 5.11.

The histograms are characterized in the following by the general statistical moments: mean \( \mu \), standard deviation \( \sigma \) and skewness \( \alpha_3 \) defined by

\[
\begin{align*}
\mu &= \int x f(x) \, dx \\
\sigma^2 &= \int (x - \mu)^2 f(x) \, dx \\
\alpha_3 &= \int \frac{(x - \mu)^3}{\sigma^3} f(x) \, dx
\end{align*}
\]
where \( f(x) \) is the probability density function or normalized amplitude for each \( x \) bin with \( \int_{-\infty}^{\infty} f(x) \, dx = 1 \). Note that here, \( \mu \) is not the peak energy but the mean of the photon distribution.

From [Eq. 5.6] follow the definitions for a 1σ-confidence interval for \( \sigma \) and \( \alpha_3 \)

\[
\Delta \sigma = \frac{\sigma}{2 \left( \sum_i n_i \right)} \left( \sum_i n_i \left[ \frac{(i - \mu)^2}{\sigma^2} - 1 \right] \right)^{1/2}
\]

\[
\Delta \alpha_3 = \frac{1}{\left( \sum_i n_i \right)} \left( \sum_i n_i \left[ \frac{(i - \mu)^3}{\sigma^3} - \frac{3\alpha_3 (i - \mu)^2}{2 \sigma^2} + \frac{\alpha_3^2}{2} \right] \right)^{1/2}
\]

(5.7)

after the transition from a continuous probability density function \( f(x) \) to a discrete form \( n_i \).

Taking a fixed spot size of \( \sigma_r = 140 \mu \text{m} \), the CLARA code was used to simulate the scattering interaction using a transverse emittance of \( 20\pi \) mm mrad and an electron kinetic energy of 22.5 MeV. The ratio of electron beam focal spot size and transverse emittance in this simulation corresponds to the same electron beam angular spread at the interaction plane as the experimental parameters of \( \sigma_Y = 115 \mu \text{m} \) and \( 16\pi \) mm mrad. The simulation results are illustrated in Fig. 5.12.

![Figure 5.12: Mean energy and bandwidth of the backscattered X-rays for broad laser spectra with various spectral distribution shapes.](image)

In both cases, for mean energy and bandwidth, the difference of the observation angle dependent curves is well below a 1σ-error bar for each individual curve. Figure 5.12 also contains the simulation result for the interaction with a narrow-band laser of 2 nm spectral width to show the influence of the laser spectral width. The X-ray spectrum is narrow because of the reduced bandwidth of the laser with the biggest difference (compared to the broadband laser interaction) on the electron beam axis. For larger observation angles the smearing effects related to the electron beam angular spread dominate. If the bandwidth of the laser is on the order of a few percent, the emitted radiation is significantly broadened and effectively independent from the specific spectral shape of the laser.
5.5 Dependence of the Angle-Energy Correlation on the Electron Beam Angular Spread

The peak energy at small observation angles (≲ 10 mrad) depends on the beam transverse emittance as seen in Fig. 5.9b. The on-axis (θ = 0) mean photon energy ⟨ω⟩ can be estimated by averaging ω from Eq. 2.12 over a distribution f(ϕ) of collision angles ϕ, using a monochromatic plane wave approximation for the laser electric field. The integral ⟨ω⟩ = ∫ dϕf(ϕ)ω(ϕ) can be solved by expanding ω in powers of the angle ϕ with Δϕ = σϕ = εn/(γσr) leading to

⟨ω⟩θ=0 ≈ 4γ2ω0(1 − 2(γΔϕ)2) . (5.8)

A comparison of this analytic scaling to the full-physics 3D numerical result from the CLARA code is presented in Fig. 5.13.

Figure 5.13: Mean energy from Eq. 2.12 as a function of the transverse emittance of the electron beam on the beam axis (θ = 0).

The difference of ⟨ω⟩ from Eq. 5.8 and CLARA in the experimentally accessible parameter space is about 1%, which is below the detector resolution in the setup used. The approximation in Eq. 5.8 can be used for the prediction of the X-ray mean energy in most experimental scenarios as seen in Fig. 5.13.

As explained in Section 5.4 the X-ray bandwidth (∆ω/ω) scales with the electron beam emittance (∼ γ2Δϕ2), which causes an asymmetric broadening of the emitted radiation near the electron beam axis (≲ 10 mrad) and couples the parameters collision angle ϕ and observation angle θ in Eq. 2.12 (see Section 5.2).

In a plane-wave approximation of the laser for head-on interaction (ϕ = 180°), assuming a small angular spread of the electron beam, the emittance-dependent contribution to the X-ray spectral broadening can be estimated for on-axis observation (θ = 0). If the interaction occurs at the focal plane of the electron beam, Δϕ can be approximated by σϕ from Eq. 3.2 leading to

(∆ω/ω)emit ≈ γ2Δϕ2 ≈ (εN/σϕ)2 . (5.9)

for the emittance contribution.

2A detailed derivation is presented in the Appendix section.
With Eq. 2.25 and the conclusions from the previous section which lead to Eq. 5.5, this results in

\[ \Delta \omega / \omega \approx \sqrt{\left( \Delta \omega_0 / \omega_0 \right)^2 + \left( \frac{\epsilon_N}{\sigma_y} \right)^4} \]  (5.10)

for the total bandwidth estimation on axis.

Inserting the measured values for the transverse emittance \( \epsilon_N = 16 \pi \) mm mrad, focal spot \( \sigma_y = 115 \mu m \) and laser bandwidth \( \Delta \omega_0 / \omega_0 = 0.025 \) in Eq. 5.10 yields an X-ray bandwidth of \( \Delta \omega / \omega = 0.032 \), corresponding to 0.39 keV at 12.3 keV peak energy.

This is in good agreement with the measured bandwidth in Fig. 5.7 (\( \Delta \omega_{\text{rms}} = 0.36 \) keV) where a skewed Gaussian distribution Eq. 5.2 was used to deduce the bandwidth from the measured X-ray histograms.

The beam angular spread changes the general shape of the angle-dependent histograms in terms of peak/mean energy, bandwidth and skewness. There are no general analytic expressions for the bandwidth of the emitted radiation away from the electron beam axis.

The influence of the transverse emittance or electron beam angular spread on the X-ray radiation at all observation angles has been extensively studied using CLARA simulations. The results of four different examples of angular spreads are depicted in Fig. 5.14. The numerical predictions from the CLARA code are shown as quasi-continuous spectral intensity color maps with an angular resolution of 0.1 mrad and an energy resolution of 0.01 keV. This is more than one order higher than the energy resolution of the X-ray detector and five times higher than the experimentally achieved angular resolution. Common to all simulations is the electron beam spot size of \( \sigma_r = 140 \mu m \) and the electron beam kinetic energy \( \text{E}_{\text{kin}} = 22.5 \) MeV.

With increasing electron beam angular spread or transverse emittance, the on-axis spectrum peak shifts to lower photon energies (red-shift). The X-ray bandwidth and the on-axis skewness value are proportional to the beam divergence and increase from Fig. 5.14 (a) to (d). The least angle for which the distributions are entirely smeared out leading to a negligible skewness, is approximately constant at \( \theta \approx 10 \) mrad.

Characterizing the X-ray spectra with a fit of Eq. 5.2 requires (skewed) Gaussian-like X-ray spectral distributions, which is not necessarily the case with laser spectra as seen in Fig. 5.11. For this reason, the first moments: mean \( \mu \), standard deviation \( \sigma \) and skewness \( \alpha_3 \) from Eq. 5.6 are used again for the subsequent analysis.

The quality of the experimental data, being effectively background free, and the high angular resolution allow the entire data set (350 histogram bins at 12 detector positions) to be used, instead of only the on-axis data point, in order to cross-check the simulation results and to determine the spectral sensitivity of an inverse Compton scattering based transverse emittance measurement.

The sensitivity to the spectral shape and bandwidth can be used to deduce the electron beam angular spread by comparing simulation results of various transverse emittances from \( 10 \pi \) mm mrad to \( 31 \pi \) mm mrad at a fixed spot size of \( 140 \mu m \) with experimental data using a maximum-likelihood analysis. Every bin is treated as a single counting-experiment and the expectation value is given by the CLARA prediction. Following Baker and Cousins [129], a Poisson likelihood chi-square \( \chi^2_p \) can be defined by

\[ \chi^2_p = 2 \sum_i y_i - n_i + n_i \ln \left( \frac{n_i}{y_i} \right) \]  (5.11)

with the prediction/model-vector \( y = (y_1, y_2, y_3 \ldots y_k) \) and the the estimate-vector \( n = \ldots \)
Figure 5.14: CLARA simulation results of the spectral intensity for various beam divergences. The simulation has an angular resolution of 0.01 mrad and an energy resolution of 0.01 keV. Common to all simulations is the electron beam spot size of $\sigma_r = 140\mu m$ and the electron beam energy $p c = 23$ MeV. The intensity color coding uses a logarithmic function.
\(\{n_1, n_2, n_3 \ldots n_k\}\), built from the raw data.

Before the analysis begins, 12 lineouts from the 2D intensity color map are selected at the \(\theta\)-values of the experimental data points. In the following, these 12 histograms are re-sampled so the energy axis is identical to the experimental energy axis, meaning that two bins at position \(x_i\) relate to the same energy. In a next step, the quantum efficiency from Fig. 4.12 for the whole setup is applied. As the last step to build the prediction/model-vector \(y\), an average background signal had to be extracted from the experimental results. For this reason, the counts in 100 bins far away from the signal peaks were summed up over all observation angles and averaged yielding an average background signal per bin of 0.076, which is then added to all simulation results after the QE correction. The simulation results are normalized to 1 for the on-axis peak. A free parameter for the amplitude was therefore used to scale the simulation flux to the experiment.

With the estimate-vector \(n\), built from the raw data signal before any correction, two special cases of Eq. 5.11 have to be considered. If the model predicts zero counts in bin \(x_i\), then the term inside the logarithm is not defined (division by zero). By adding a constant background amplitude, this case does not occur here, unlike the second case when the experiment signal \(n_i\) was zero in bin \(x_i\) leading to “0 · \(\infty\)” for the second addend in the summation over \(i\). These cases were identified and their contribution to \(\chi^2_p\) was set to \(2y_i\).

Several models were tested for different laser spectral shapes, electron beam energy and electron beam divergence. The overall minimal \(\chi^2_p\) was found for a slightly red-shifted laser spectrum (black curve in Fig. 5.11), an electron beam with 23 MeV kinetic energy and an emittance of 21\(\pi\) mm mrad for a spot size of \(\sigma_r = 140 \mu m\). The reduced chi-square is

\[
\chi^2_{p,\text{red}} = \frac{\chi^2_p}{\text{Degrees of freedom}} = \frac{\chi^2_p}{N - P} = 0.77
\]  (5.12)

taking 350 bins at 12 different angles with the parameters: amplitude \(A\) and angular spread \(\sigma_\phi\). This could be an indicator that the experimental noise is still underestimated by the numerical model.

![Figure 5.15: (a)\(\chi^2_{p,\text{red}}\) with respect to the transverse normalized emittance. (b)Parabolic fit near the minimum to determine the electron beam angular divergence.](image)

Figure 5.15a shows the trend of \(\chi^2_{p,\text{red}}\) with respect to the transverse normalized emittance. Near the minimum, a quadratic fit yields the local minimum at \(\epsilon_{ny} = (21.29 \pm 0.25)\) mm mrad. This value has to be interpreted as a beam divergence of \(\sigma_{\phi y} = (3.34 \pm 0.05)\) mrad, given a fixed spot size of 140\(\mu m\).

At the focus, the electron beam transverse emittance is correlated to the angular spread via Eq. 3.2 With the measured quantities \(\gamma = 45 \pm 0.25\%\) and \(\sigma_{\gamma} = \ldots\)
(115±6)µm, a normalized emittance of \( \epsilon_{ny} = (17.48\pm1.22) \text{ mm mrad} \) can be deduced. The result agrees very well with the machine parameters (see Subsection 3.1.3), the uncertainty of about 7% is dominated by the spot size measurement.

Using the definitions from Eq. 5.6 as well as Eq. 5.7 for the mean, the bandwidth and the skewness, the simulation yielding the least \( \chi^2 \)-value can be quantitatively compared to the measured data as shown in Fig. 5.16. There is a good agreement of the numerical predictions and the experimental data within a \( \pm 1\sigma \)-error bar.

Figure 5.16: Comparison of measured data (black markers) with CLARA simulation (black curve) within a 95% confidence interval (shaded area) for the quantities bandwidth and skewness. The red line illustrates the CLARA simulation of a laminar beam (\( \sigma_\varphi = 0 \)). (Image from [122])

The red line in Fig. 5.16 represents the case of a laminar electron beam (\( \sigma_\varphi = 0 \)) interacting with a Gaussian laser spectrum with \( \Delta \omega_0/\omega_0 = 2.5\% \) (rms). The bandwidth is a result of the short pulse (high bandwidth) laser used in the simulation. As expected, the histograms are symmetric at all angles, expressed by a vanishing skewness \( \alpha_3 \).

The influence of the angular spread (\( \sim (\epsilon/\sigma_r) \)) on the spectral parameters is presented in Fig. 5.17 over a broad span of transverse emittances. Other simulation parameters such as beam energy, spot size or laser spectrum were kept the same during this comparison. The angular distribution of electrons has a strong influence on the Thomson X-ray energy, spectral shape and bandwidth. Controlling this spread (the ratio of beam emittance and spot size) is necessary in designing future inverse Compton X-ray sources. The necessary steps towards pump-probe experiments with an ICS probe beam will be explained in the next chapter.
Figure 5.17: Summary of various CLARA simulations in terms of mean energy, bandwidth and skewness.
6 CONCLUSION AND OUTLOOK
In order to understand the kinematics during the interaction of the electron beam with the laser pulse certain tools were developed. Among those are, for instance, a numerical radiation code for a predictive analysis as well as a setup with high spatial and high energy resolution for X-ray spectroscopy. They were used to deduce beam parameters like the local angular spread or the beam kinetic energy. These techniques can easily be adapted to transverse and longitudinal slice emittance measurements of an electron beam by altering the laser focal geometry. The achieved quality for the source prediction so far is summarized in Fig. 6.1.

![Figure 6.1: Normalized colormap of the predicted spectral intensity combined with the measured spectra from the PHOENIX ICS source using an electron beam at $\gamma = 45$ in head-on geometry](image)

The figure contains the measured histograms at various probed observation angles. Underlying the histograms is a colormap of the spectral intensity from a CLARA simulation with the electron and laser parameters from the experiment. The necessary sensitivity during the analysis is in turn essential to enable making a prediction on the emitted X-ray radiation based on the interaction parameters. The angular distribution of electrons has a strong influence on the Thomson X-ray spectral shape and bandwidth. Controlling this spread (the ratio of beam emittance and spot size) is necessary for designing Thomson X-ray sources with a specific bandwidth suited to an application.

In order to use PHOENIX for pump-probe experiments, the number of photons per pulse needs to be increased. The currently low photon flux is caused by the small amount of interacting charge. With the commissioning of the next generation SRF-gun cavities, bunch charges up to 1 nC will be feasible with a normalized transverse emittance below $2\pi$ mm mrad. This combination will lead to a matched laser/electron focal spot where the interaction charge equals the total bunch charge. With the full laser pulse energy available from the DRACO Ti:Sapphire laser, an X-ray yield of $1 \times 10^8$ photons per shot within $1.6\pi$ msr ($\sim 1/\gamma$), or $1 \times 10^5$ photons per shot with $\Delta\omega/\omega = 4.5\%$ (RMS) in a solid angle of $0.36\pi$ msr (corresponding to a 600 $\mu$m X-ray spot 1 m away from the interaction point), is predicted. This will make PHOENIX a competitive X-ray source with finite bandwidth well suited for many types of time-resolved measurements in the sub-picosecond regime. In the future, the brightness of Laser-Thomson light sources can be further increased by employing the traveling wave Thomson scattering scheme \[58\] where the interaction length is increased by orders of magnitude.
Conclusion and Outlook

Already, with a photon flux of $1 \times 10^8$ photons per shot in a broadband X-ray beam (also called pink beam), high energy density physics (HEDP) experiments are feasible. The shift of a K-absorption edge (see simulation results in Fig. 6.2) in a laser-heated copper foil will be one of the first experiments addressed with the PHOENIX X-ray source. The laser, with its inhomogeneous intensity profile, will create matter at different temperatures within its focus. Because of the ultra-short nature of the driving laser pulses, the so heated matter will not reach an equilibrium state during the duration of the laser pulse. The sample is probed with a pink X-ray beam in combination with a pixelated detector (X-ray CCD camera) to record a space-averaged spectrum. With defined region of interests, one can analyze the local absorption edge shift and correlate this to a local plasma temperature as a result of the local laser intensity. The measured bandwidth of 0.39 keV (RMS) at $\theta = 0$ qualify PHOENIX as a well suited source for this experiment, as seen in Fig. 6.2b.

While the linear inverse Compton scattering regime has been studied by us and several other groups, the nonlinear ICS regime has only been investigated once. The qualitative result, a beam profile of the emitted radiation, which was modulated with inserted filter stacks, needs to be improved by high resolution spectral measurements in an effort to extend the understanding of the interaction to the nonlinear regime for testing existing scaling laws and high field QED effects and to quantify the distinction to classical Thomson scattering. Already, with the existing setup, some data points were recorded, as shown in Fig. 6.3, which presents an initial observation of non-linear inverse Compton scattering.

The analysis is ongoing. During the measurement, the reflectivity of the mirror coating gradually degraded. For this reason, Fig. 6.3 is an average over many laser strength parameters $a_0$. For more quantitative results, more data points have to be utilized during the single pixel absorption analysis to increase the spatial and temporal resolution. The expected nonlinear broadening towards lower X-ray energies is already evident but can be refined. At this moment, the setup cannot detect higher harmonics for the chosen electron beam kinetic energy, because of the quantum efficiency of the X-ray CCD camera. In a near term experiment, we plan to measure the emitted X-ray radiation from the nonlinear interaction of the DRACO laser and ELBE accelerator with the same spectral and spatial resolution as described for the linear regime in this PhD thesis.
The knowledge gained from the interaction of the laser and a conventional linear accelerator, with the benefits of high reproducibility and control of the electron bunch parameters, can be used to predict the emitted radiation from more compact less reproducible sources such as ICS sources driven by a laser wakefield accelerator (LWFA) [135].

Such an all-optical source, not only has the advantage of an intrinsic synchronization of laser and electron and X-ray pulse, but also the peak current of the driving electron bunch can reach up to 100 kA with pulse durations as short as 1 fs. Tailoring a special interaction geometry as described by HZDR colleagues [59, 136] will drastically increase the photon yield and ultimately might lead to an optical free electron laser.

Figure 6.3: Comparison of numerically predicted X-ray spectra (a) and preliminary experimental results (b) for the non-linear interaction of an electron beam with a high-intensity laser pulse.

Figure 6.4: Modified PHOENIX experiment chamber for laser wakefield acceleration studies. The experiment was conducted in parallel to the ICS campaign.
To study the acceleration process in the plasma density wave, the PHOENIX setup was modified to suit the needs of a LWFA experiment during the breaks of the ICS experimental campaign. The result of the modification is shown in Fig. 6.4. Already, in this very early stage of the experiment, electrons from the plasma background were accelerated to relativistic energies above 100 MeV, and a sensitivity to the gas backing pressure was seen. Exemplary spectra for different gas pressures and a line out for a backing pressure of $2.2 \times 10^{19}$ cm$^{-3}$ are illustrated in Fig. 6.5. The laser pulse contained 1.4 J energy in 30 fs. It was focused with an off-axis parabola ($f/10$) to a spot size of 9 µm ($1/e^2$ radius of the intensity), which results in a peak intensity of $I_{\text{peak}} = 3.4 \times 10^{19}$ W/cm$^2$, or a laser strength parameter $a_0 = 3.9$. The target was a supersonic gas jet with a nozzle opening of 750 µm resulting in a flat-top gas density profile of 400 µm.

![Spectra](image)

Figure 6.5: Preliminary laser wakefield acceleration results show a dependence of the electron beam energy on the gas backing pressure.

The experimental findings are in good agreement with particle-in-cell simulations and an analytic theory [87] that predicts the electron energy by

$$W_{\text{gain}} \approx 1.7 \left( \frac{P[TW]}{100} \right)^{1/3} \left( \frac{10^{18}}{n_p \text{cm}^{-3}} \right)^{2/3} \left( \frac{0.8}{\lambda_{\text{laser}} \mu\text{m}} \right)^{4/3} \approx 147 \text{ MeV}$$

The obtained results are promising and comparable to findings made by other groups worldwide. The results demonstrate large acceleration gradients which ultimately can enable ultra-compact accelerator structures. Unfortunately, they also show that there is a huge difference between acceleration and an accelerator. The stability is not only linked to the gas backing pressure and gas density profile, but also to the laser focus homogeneity, the laser pulse duration and spectral shape, the laser pointing and more complex parameters such as the pulse front tilt angle and so on. Many of these parameters have highly nonlinear relations, and therefore, precise knowledge and control is important to isolate unwanted effects during the acceleration process. Finding robust operation regimes and controlling all relevant laser and setup parameters in order to build a reliable accelerator, based on laser wakefield acceleration, is a challenging and ongoing task. An all-optical X-ray source, driven by an LWFA electron beam, would be compact and feasible for many laboratories, even at university scale. This will lead to a hugely increased number of contributors from these facilities, resulting in a great advancement in the field of ultrafast light-matter interaction.
APPENDIX

A.1 ANALYTIC SCALING OF THE PHOTON MEAN ENERGY DEVIATION ON AXIS

The subsequent derivation is based on the PhD work of D.Seipt and his contribution to our publication [122].

PRELIMINARIES

The frequency for the backscattered photon in linear Laser-Thomson backscattering \((n = 1)\) from Eq. 2.12 reads

\[
\omega_{sc} = \frac{2\gamma^2 (1 - \cos \varphi)}{1 + (a_0^2/2) + \gamma^2 \theta^2} \omega_0
\]

(A.1)

For \(a_0 \to 0\), and defining \(\phi = \pi - \varphi\), this results in

\[
\omega_{sc} = \frac{2\gamma^2 (1 + \cos \phi)}{1 + \gamma^2 \theta^2} \omega_0
\]

(A.2)

The head-on geometry is characterized by \(\phi = 0\). For the radiation on axis, one has to set \(\theta = \phi\).

EMITTANCE AVERAGE

To estimate the influence of emittance, we average the frequency \(\omega_{sc}(\phi)\) over a distribution \(f(\phi)\) of angles \(\phi\) (normalization \(\int d\phi f(\phi) = 1\))

\[
\langle \omega_{sc} \rangle = \int d\phi f(\phi) \omega_{sc}(\phi).
\]

(A.3)

The distribution for the polar angles \(\phi\) is assumed as

\[
f(\phi) = \frac{e^{-\frac{\phi^2}{2(\Delta \phi)^2}}}{(\Delta \phi)^2}.
\]

(A.4)
i.e., a $\chi^2$-distribution with two degrees of freedom defined over the interval $[0, \infty]$. For small $\Delta \phi$ we make an approximation to shift the upper integration boundary of the $\phi$-integration from $\pi$ to $\infty$.

Performing a series expansion of $\omega_{sc}$ in powers of the angle $\phi$ with the assumption $\gamma \gg 1$ yields

$$\frac{\omega_{sc}}{4\gamma^2 \omega_0} = 1 - \gamma^2 \phi^2 + \gamma^4 \phi^4 - \gamma^6 \phi^6 + O(\phi^8) \quad (A.5)$$

Using this expansion in (A.3), the following integrals have to be solved

$$I_{2k} = \frac{1}{(\Delta \phi)^2} \int_0^{\infty} d\phi \phi^{2k+1} e^{-\frac{\phi^2}{2\Delta \phi^2}} = 2^k \Gamma(1+k)(\Delta \phi)^{2k} = 2^k \Gamma(1+k)(\Delta \phi)^{2k} \quad (A.6)$$

They read $I_0 = 1$ (normalization), $I_2 = 2(\Delta \phi)^2$, $I_4 = 8(\Delta \phi)^4$ and $I_6 = 48(\Delta \phi)^6$. Thus,

$$\langle \omega_{sc} \rangle = 4\gamma^2 \omega_0 \left[ 1 - 2(\gamma \Delta \phi)^2 + 8(\gamma \Delta \phi)^4 - 48(\gamma \Delta \phi)^6 \right] \quad (A.7)$$

with $\gamma \Delta \phi = \epsilon_n / \sigma_t$. For Eq. 5.8 the expansion was stopped after the quadratic term. With the experimental values $\gamma \Delta \phi = \epsilon_n / \sigma_t = 21.3 \text{ mm mrad} = 0.152$, we find the following values for $\omega_{sc}$ as a function of the order of expansion of Eq. A.7:

<table>
<thead>
<tr>
<th>Order</th>
<th>$\langle \omega_{sc} \rangle$ [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13.047</td>
</tr>
<tr>
<td>2</td>
<td>12.443</td>
</tr>
<tr>
<td>4</td>
<td>12.499</td>
</tr>
<tr>
<td>6</td>
<td>12.491</td>
</tr>
</tbody>
</table>

**INCLUDING $a_0$-EFFECTS**

The formula for the scattered frequency changes to

$$\omega_{sc} = \omega_0 \frac{2\gamma^2(1 + \cos \phi)}{1 + 2\gamma^2(1 - \cos \theta) + \frac{1+\cos \eta}{1+\cos \phi} a_0^2} \quad (A.8)$$

where $\eta$ denotes the angle of the outgoing photon with respect to the negative laser beam direction, i.e. $\eta = 0$ means back-scattering. The angles are related by $\cos \theta = \cos \phi \cos \eta + \sin \phi \sin \eta \cos(\text{azimuths})$. Thus, for back-scattering ($\eta = 0$), it follows that $\cos \theta = \cos \phi$ and

$$\omega_{sc}(\phi) = \omega_0 \frac{2\gamma^2(1 + \cos \phi)}{1 + 2\gamma^2(1 - \cos \phi) + \frac{a_0^2}{1+\cos \phi}} \quad (A.9)$$

$$\omega_{sc}(\phi = 0) = \omega_0 \frac{4\gamma^2}{1 + a_0^2} \quad (A.10)$$

and the ratio

$$\frac{\omega_{sc}(\phi)}{\omega_{sc}(0)} = \frac{1 + \frac{a_0^2}{2}}{1 + 2\gamma^2(1 - \cos \phi) + \frac{a_0^2}{1+\cos \phi}} \quad (A.11)$$

Equation A.11 can be expanded in a series in small $\phi$ via

$$\frac{\omega_{sc}(\phi)}{\omega_{sc}(0)} = \sum_k c_k \phi^{2k}.$$  

In the limit, $\gamma \gg 1$ and for not too large $a_0$ ($a_0 \ll \gamma$), one simply has to replace $\gamma^2$ in the

---

1 This is a series $\frac{\omega_{sc}(\phi)}{\omega_{sc}(0)} = \sum_k c_k \phi^{2k}$, with the coefficients $c_k = (-1)^k \gamma^{2k} (1 + O(1/\gamma^{2k})).$
coefficients $c_k$ by:

$$
\gamma^2 \to \frac{\gamma^2}{1 + \frac{\alpha^2}{2}}.
$$  \hfill (A.12)

Thus,

$$
\langle \omega_{sc} \rangle = \frac{4\gamma^2 \omega_0}{1 + \frac{\alpha^2}{2}} \left[ 1 - 2\gamma^2 (\Delta \phi)^2 + \frac{8\gamma^4 (\Delta \phi)^4}{\left(1 + \frac{\alpha^2}{2}\right)^2} - 48\gamma^6 (\Delta \phi)^6 \left(1 + \frac{\alpha^2}{2}\right)^3 \right]
$$  \hfill (A.13)

The results are collected in the following table:

<table>
<thead>
<tr>
<th>order</th>
<th>$\langle \omega_{sc} \rangle$ [keV], $\alpha_0 = 0$</th>
<th>$\langle \omega_{sc} \rangle$ [keV], $\alpha_0 = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13.047</td>
<td>13.030</td>
</tr>
<tr>
<td>2</td>
<td>12.443</td>
<td>12.428</td>
</tr>
<tr>
<td>4</td>
<td>12.499</td>
<td>12.484</td>
</tr>
<tr>
<td>6</td>
<td>12.491</td>
<td>12.476</td>
</tr>
</tbody>
</table>

\section*{A.2 DERIVATION OF THE POISSON LIKELIHOOD $\chi^2$}

Following Baker and Cousins \cite{129}, these definitions are used:

- $n_i =$ number of events in bin $i$  \hfill (A.14)
- $n =$ (\(n_1, n_2, n_3 \ldots n_k\))  \hfill (A.15)
- $N =$ $\sum_i n_i$  \hfill (A.16)
- $\alpha =$ set of parameters \((\alpha_1, \alpha_2, \alpha_3 \ldots \alpha_j)\)  \hfill (A.17)
- $y_i =$ number of events predicted by CLARA in bin $i$  \hfill (A.18)

with $y =$ (\(y_1, y_2, y_3 \ldots y_k\)) being a function of $\alpha$ and $k$ being the number of bins in a histogram.

The likelihood function of observing a particular $n$ is the product of the Poisson probability of observing the total number of events $N$.

$$
L_p(n, y) = \prod_i \exp(-y_i) \frac{y_i^{n_i}}{n_i!} \hfill (A.19)
$$

The likelihood ratio $\lambda$,

$$
\lambda = L_p(y, n)/L_p(m, n) \hfill (A.20)
$$

where $m$ are the unknown values of $n$ if there were no errors, can be used to define a likelihood-$\chi^2$:

$$
\chi^2 = -2 \ln \lambda = -2 \ln L_p(y, n) + 2L_p(m, n) \hfill (A.21)
$$

The second addend is independent of $y$; hence, the minimization of $\chi^2$ is the same as maximizing the ratio $\lambda$.

For Poisson distributed histograms (as in this experiment with many bin values $\leq 5$) the unknown values \((m_1, m_2, m_3 \ldots m_k)\) can be replaced by their estimated
\((n_1, n_2, n_3 \ldots n_k)\). This leads to the Poisson likelihood chi-square \(\chi^2_p\)

\[
\chi^2_p = 2 \sum_i y_i - n_i + n_i \ln \left( \frac{n_i}{y_i} \right)
\]  
(A.22)


[95] $B = \frac{2\pi}{\lambda} \int n_z l(z) dz$ (cit. on p. 37).


scopic analysis for all elements”. In: High Energy Density Physics 1.1 (2005), pp. 3–12 (cit. on p. 79).
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