Characterizing Brain White Matter with Diffusion-Weighted Magnetic Resonance
It has been known for almost two decades that the water proton NMR signal of diffusing water molecules in brain white matter undergoes a non-monoexponential decay with increasing diffusion gradient factor b. With the help of numerical simulations and analytical expressions, much effort has been directed to describing the signal decay and to extracting relevant biophysical features of the system under investigation. However, the physical basis of such nonmonoexponential behavior is still not properly understood. 

The primary difficulty in characterizing this phenomenon is the variation in behavior in the different directions of diffusion measurement. A combined framework that accounts for the diffusion process in all directions requires several parameters. Addition of many such parameters renders a model to be unwieldy and over-complicated, but over-simplifications can be shown to miss crucially relevant information in the data.

In this thesis, I have attempted to handle this problem with simple measurements that span a wide range of parameter space. Compared to often-performed measurements that probe diffusion over a time-scale of 50-100 ms with relatively low diffusion weighting, the measurements here have been done for very short diffusion times of 2 ms and also very long diffusion times up to 2 s. The temperature dependence of the diffusion coefficients has also been extensively probed. To avoid problems related to gross tissue heterogeneity, diffusion-weighted MR imaging in vivo was performed with ultra-high resolution. These simple measurements allowed sequential assessment of many possible arguments that could have led to such non-monoexponential decay curves. Finally, it was concluded that the water in the glial processes was the major contributor to the non-exponential decay, giving rise to a ‘slow’ component both along the axonal fibers and transverse to them.
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Chapter 1

Introduction

The study of water diffusion holds a great potential in understanding structure and chemistry of its surrounding environment. Nuclear magnetic resonance (NMR) offers a unique chance to study water as a means to understand biological systems. The abundance of water in biological tissue means high signal-to-noise ratio (SNR) and non-invasive nature of the NMR probe allows us to study complex tissues with minimum experimental interference. In a diffusion NMR experiment the water molecules are tagged and the final signal is recorded as function of their displacement. The displacement of the molecules would depend on the microscopic determinants of diffusion like temperature and pH but also on the structure of the tissue that the molecules reside in.

Water diffusion in ideal systems with no structure in the near vicinity can be completely described by a single diffusion coefficient. Real biological systems are crowded with many macromolecules residing in a rather limited space. The brain white matter (WM) is one such complex, crowded environment.

Diffusion NMR reveals only an ensemble average description of displacement for all water molecules residing in our region of interest. To understand the collective property, it is necessary to know how microscopic substructures relate to the whole of WM. However, although the structural units that make up the WM has been studied in detail, the presence of water has largely been ignored. Even until few decades ago, water was treated as a liquid that homogeneously fills up the void space between macromolecules with no specific role of its own. The understanding of water dynamics in WM is still not well established.

The primary goal of this thesis was to understand the link between water diffusion in brain WM and the signal obtained from a diffusion NMR measurement. The majority of the thesis deals with changes in experimental parameters and their effects in the observed signal. Some part of the experimental work is also focused on optimal experimental design and data analysis.

Below is a short outline of the subsequent chapters.
Outline

Chapter 2 presents the background on diffusion physics. It is an overview on the description of diffusion process and how it is influenced by various conditions.

Chapter 3 contains description of the NMR technique. It starts with the requisite background on NMR physics, signal generation and the influence of the environment on different MR parameters. This chapter also discusses on how diffusion NMR measurement is performed and how changing experimental parameters and sample properties affect the NMR signal.

Chapter 4 contains two parts. The first part is a detailed description of the composition of the WM. It describes various substructures and tries to elucidate how they could affect diffusive behavior of water in and around those structures. The second part of this chapter is a review of the previous efforts in explaining the characteristics of the diffusion NMR signal.

Chapters 5, 6 and 7 form the experimental part of this thesis. They include brief backgrounds on the specific measurements followed by the measurements and conclusions that could be drawn from the results.

Chapter 5 contains experiments performed on freshly excised corpus callosum of a pig. In this experiment, I obtained samples from the local slaughterhouse within 15 minutes of sacrifice and measured in a NMR spectrometer with very strong (35 T/m) magnetic gradients. This allowed measurements to be done at a very short diffusion time of 2 ms. Measurements at such short times allow fewer troubles due to relaxation and exchange between different compartments. Measurements were also performed at different temperatures. Additionally, CPMG and FIDs were also recorded.

The inverse Laplace transform of the diffusion measurement could distinguish two major diffusion components. Temperature dependence on the volume fraction and diffusion coefficients of the two components forms the major part of this chapter. The possible sources for the measured activation energy of diffusion have been discussed.

At the freezing transition, this measurement also showed a good correspondence between the unfrozen water fraction and the myelin water. Although not related to diffusion this is perhaps the first direct evidence of myelin water with its spin-spin relaxation behavior.

Chapter 6 lays the groundwork for in vivo measurements. The MR scanner available for in vivo human measurements have a far weaker gradient system which allows diffusion measurements to be performed only at long observation times. Because of this limitation, in these systems it is perhaps better to understand diffusion at long time.
The first part of this chapter deals with issues related to measuring diffusion at high fields. The most pressing issues are shorter relaxation times and high specific absorption rate (SAR). Because of these issues and the need to measure at long diffusion times, stimulated echoes are probably the best way to acquire data in human scanners. I have further described the modifications made to stimulated echo sequence based on the current needs.

The second part of the chapter contains four experiments.

The first experiment is performed with diffusion tensor imaging (DTI) for a range of diffusion times between 50 and 2000 ms. The DTI measurement questions diffusion in WM as being fractal in nature. The time dependence of the tensor eigenvectors and the approach to Gaussian diffusion have been discussed.

The second experiment is a comparison between different fitting methods to the diffusion data. We find that for single direction measurement biexponential decay is probably the best way to fit the data. However, for multiple directions biexponential decay fails. The implication of these measurements have been discussed. A section of the discussion also deals with why fiber dispersion could not be a major source of non-monoexponential decay in WM.

The third experiment explores ways to increase the reliability and efficiency of diffusion measurements both in acquiring data and its analysis. As a side result, the analysis also showed that the physiological noise in MRI is mostly contributed by the cerebrospinal fluid (CSF). The CSF signal can be suppressed using diffusion weighting. This method can also be applicable in other MR modalities like BOLD which often is limited by the physiological noise.

The last experiment is performed at long times with strong diffusion weighting. The effect of long diffusion time measurement and exchange between diffusion compartments is evaluated for the diffusion decay curves. In this chapter I establish that the glial processes are the most likely cause of non-monoexponential decay in all directions, with axons also adding to the ‘slow’ component mix in the parallel direction.

Chapter 7 is a discussion on the physical basis of diffusion in brain WM and a revisit on different compartments that water resides in. The problem of exponential decays has been looked again. Some ways to further check the findings in this thesis have been discussed. Finally, the implication of the findings on future modeling and current model selection have been discussed.
Chapter 2

Physics of Diffusion

This chapter introduces diffusive process as a ubiquitous phenomenon and describes its behavior in response to different physical conditions. It starts with a brief introduction of Einsteinian description of diffusion as a sum over random trajectories followed by a mathematically equivalent description derived from Fick’s laws. The diffusion coefficient and its relation to temperature, pressure, viscosity and local geometry has been briefly discussed. The diffusion-geometry relationship has been explored. The relationship between the apparent diffusion coefficient and the ensemble average propagator is discussed in a heterogeneous medium with multiple compartments.

2.1 Diffusion as Random Motion

Diffusion is matter transport due to random thermal motion. It differs from inertial motion in that for diffusive motion, the displacement of an individual particle at any time is unpredictable; independent of its own history and the displacement of other particles. In this sense, for classical mechanics diffusion is effectively error or noise.

Following Brown’s [1] observation of randomly moving pollen grains on water surface, the first description of sub-microscopic particles with persistent random motion was provided by Einstein [2]. The microscopic motion can be seen as a summation of discrete jumps such that the jump in any direction is independent of the jumps in orthogonal directions. For a given direction, $\vec{x}$, each jump has equal probability of jumping left or right. After $n$ jumps, the total displacement, $X$, in x-axis is given by

$$X(n) = \sum_{i=1}^{n} \varrho_x \alpha_i$$

(2.1)

where $\varrho_x$ is the mean distance per jump and $\alpha_i$ is a random binary number that could be ±1 depending on left or right jump. Mathematically, this describes a binomial distribution with equal probabilities for success and failure. If the process is repeated $n$
times, the expected outcome (mean) is zero and the variance $n\varrho^2$. Since these displacements happen in very small time steps the macroscopic outcome is cumulative of large number of such small motions. As $n$ gets bigger, de Moivre’s [3, 4] theorem states that the binomial distribution asymptotically approaches the normal distribution (Gaussian) and a Gaussian with zero mean can be described with just its variance, $\sigma^2$, alone. The variance increases linearly with time. To be able to think of the diffusivity as an intrinsic property, the diffusion coefficient, $D$, is taken to be proportional to the ratio between the variance and the observation time. In one dimension, $D = \sigma^2/2t = \langle x^2 \rangle/2t$, where $t$ is the observation time. It is related to the microscopic step by $D_x = \varrho^2/2\tau$. For isotropic diffusion in three dimensions $D(t) = \langle R R^T \rangle/6t$ where $R$ is the vector displacement at time $t$.

Einstein’s picture of diffusive motion is intuitive and was the first scientific theory that explicitly required the existence of small sub-microscopic particles. Though the random motion of a single particle at any time is unpredictable, the random walk illustration statistically describes the cumulative motion in terms of the mean-squared displacement. In reality, the distribution of these elementary molecular steps could be very different from a binomial distribution, but after many iterations of such small steps, the net displacement can still be described by a Gaussian function. The convergence of all distributions with finite variance to a Gaussian is guaranteed by the central limit theorem.

### 2.2 Diffusion as Mass Transfer

Einstein’s random walk provides an intuitive way to understand diffusion as a physical stochastic process, but half a century before Einstein, Fick has already started studying diffusion as a mass transfer process [5]. This arose from observations in fluids that if the initial concentration $c$ of a particle is not uniform, the difference in concentration between two locations decreases over time. Fick noticed that mass transfer due to concentration difference was analogous to heat transfer in the presence of a temperature gradient. Using equations derived by Fourier for heat transfer, diffusion as mass transfer process was first described by Fick.

According to Fick’s first law, a flux $J$ of particles through a unit area is proportional to the spatial gradient of concentration $C$,

$$J = -D \nabla C$$

with the diffusion coefficient $D$ as the constant of proportionality. Fick’s second law relates the rate of change in concentration to the spatial variation in the flux. Along
with the Eq. 2.2, it gives us
\[
\frac{\partial C}{\partial t} = -\nabla (J) = \nabla \cdot (D \nabla C)
\] (2.3)

For one dimension and a constant \(D\), the solution to Eq. 2.3 can be
\[
C = \frac{A}{\sqrt{t}} e^{-x^2/4Dt}
\] (2.4)

where \(A\) is an arbitrary constant. Here, \(C\) is symmetric at \(x = 0\) for all \(t > 0\). At \(t = 0\), it is zero at everywhere except at \(x = 0\). To normalize the total quantity of the diffusing particles, we use Gaussian integral property that gives \(A = 1/\sqrt{4\pi D}\). \(C\) is equivalent to a Gaussian function with zero mean and variance \(2Dt\).

Fick’s laws picture diffusion only in the presence of a concentration gradient. In his description, difference in concentration causes a kind of ‘diffusive pressure’ that is the cause of the resulting diffusive motion. But, the microscopic Brownian motion as described by Einstein regards diffusion as ubiquitous and incessant motion that causes the leveling of the concentration gradient. However, both still describe the final density function to be a Gaussian. Notwithstanding causality implications, we can mathematically reconcile Fickian diffusion with Einstein’s random walk description by considering a diffusion of labeled particles in a solution of unlabeled yet identical particles.

### 2.3 Relation to other physical parameters

As a stochastic process, diffusivity is directly affected by any external condition that impacts microscopic motion. An increase in temperature, for instance, increases the average kinetic energy and increases the diffusivity of the system. The Stokes-Einstein relation describes the relationship between temperature, diffusion and viscosity.

\[
\frac{D_1}{D_2} = \frac{\Theta_1}{\Theta_2} \frac{\mu_2}{\mu_1}
\] (2.5)

where, \(\Theta_1\) and \(\Theta_2\) are the two temperatures in absolute scale (K), and \(\mu\) and \(D\) are the viscosity (dynamic) and diffusivity of the medium at those temperatures. Similarly diffusion is also related to pressure.

\[
\frac{D_1}{D_2} = \frac{\rho_2}{\rho_1}
\] (2.6)

where \(D_{1,2}\), and \(\rho_{1,2}\) are diffusivity and the mass density at two different pressures.

The dependence of diffusion with temperature is usually expressed with the Arrhenius equation.

\[
D = D_0 e^{-E_A/RT}
\] (2.7)
where $D_0$ is the constant of proportionality, $R$ is the universal gas constant and $Θ$ is the temperature. The Arrhenius relationship for solid diffusion is related to breaking of bonds and more of less empirically observed for liquids.

Geometrical boundaries offer physical restriction to the free path of the molecules and affect their diffusivity.

Any interaction that affects the microscopic motion affects the resultant diffusivity. This allows diffusion measurement to be a sensitive probe to detect tiny differences in the environment but also makes it non-specific.

### 2.4 Anisotropic Diffusion

In simplified situations it is fair to consider diffusion as isotropic, but, in many circumstances it need not be. For example if tiny iron particles are allowed to ‘float’ in a room, they should show bigger spread in north-south direction over east-west direction: although they do not prefer north over south, it is easier for them to move along the earth’s magnetic field line rather than across it. Liquid crystals, due to their molecular structure, are widely known to show anisotropic diffusion [6]. In such a system, diffusion is anisotropic, Eq. 2.2 is still valid, but with $D$ expressed as a tensor,

$$D = \langle RR^T \rangle / 6t = \begin{pmatrix} D_{11} & D_{12} & D_{13} \\ D_{21} & D_{22} & D_{23} \\ D_{31} & D_{32} & D_{33} \end{pmatrix}$$ (2.8)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{anisotropic_isotropic_diffusion.png}
\caption{Simulation of anisotropic (left) and isotropic (right) diffusion in 2D with 2000 particles and 10000 steps. The red dots are particle displacement. The blue solid line is the diffusion coefficient measured along each direction (scaled) and the black line in the scaled isoprobability curve (analytically drawn). For the isotropic case both the diffusion coefficient and the isoprobability curves are circles (overlapped on each other). For anisotropic case, the diffusion coefficients take the dumbbell shape and the isoprobability curve is an ellipse.}
\end{figure}

The diffusion tensor is symmetric and positive definite [7]. Since diffusion is a random process, the anisotropy cannot be due to any force field that produces a net drift, but
only by reaction forces - those that arise by virtue of Newton’s third law of motion. Many such forces exist like drag force, force due to charge moving in magnetic field and forces due to Newton’s third law when a particle hits a barrier. Macroscopically force fields are continuous and they can be easily incorporated to explain anisotropic diffusion\(^1\).

Diffusion anisotropy can also be observed due to geometrical barriers. If the distance between the barriers is large, diffusion could be spatially dependent - Gaussian far from the walls but not in the vicinity of the walls. In some cases, the departure from Gaussianity could be transient: as molecules diffuse and move through different locations, central limit theorem ensures that after a sufficiently long time \(t_\infty\) the diffusion will again be a Gaussian, albeit with a reduced diffusion coefficient that accounts for the effect of the barriers.

In many cases the time required to approach asymptotic Gaussianity could far exceed the observation time possible. When diffusion is not a Gaussian, \(D\) as a single parameter is no longer sufficient to describe the diffusion phenomenon and requires us to resort back to the probability density function (PDF) of the particle displacements. Different fields in physics have referred to this PDF as the diffusion propagator, Greene’s function and van Hove self-correlation function.

### 2.5 Diffusion Propagator

Eq. 2.4 described the diffusion propagator for free diffusion in one dimension. The diffusion propagator, \(P(\vec{r} | \vec{r}_0, t)\), is the probability that after time \(t\) a particle starting at \(\vec{r}_0\) is within \(\vec{r} \pm d\vec{r}\). For free diffusion the initial and final positions were degenerate and only the net displacement \(\vec{r} - \vec{r}_0\) was relevant. However, in the presence of boundaries, the initial and final positions also have to be considered. For a finite particle, the initial probability of finding it at a given position is the Dirac delta function \(P(\vec{r} | \vec{r}_0, 0) = \delta(\vec{r} - \vec{r}_0)\). Considering the initial distribution of all particles as \(C(\vec{r}, 0)\), at time \(t\) the final distribution \(C(\vec{r}, t)\) can be written as

\[
C(\vec{r}, t) = \oint C(\vec{r}, 0) P(\vec{r} | \vec{r}_0, t) \, dr
\]  

(2.9)

The diffusion propagator also follows Fick’s law giving

\[
\frac{\partial}{\partial t} P(\vec{r} | \vec{r}_0, t) = \nabla \cdot (D \nabla P(\vec{r} | \vec{r}_0, t))
\]  

(2.10)

Many labeling techniques such as dyes, radioactive tracers and single molecule fluorescence spectroscopy probe diffusion by observing net particle displacements at different

\(^1\) In particle physics they are also treated as discontinuous
times. In principle, the experimental setup allows these techniques to reconstruct the propagator for different times and positions. Nuclear magnetic resonance (NMR) however, probes diffusion properties of all the labeled molecules in a single step. For NMR based diffusion measurements the information obtained is on the spatial average of the propagator at all starting positions $p(\vec{r})$,

\[ EAP = \int p(\vec{r}) P(\vec{r}(t) - \vec{r}_0 | , t) \] (2.11)

where EAP is the ensemble averaged propagator.

The propagator and the EAP contain complete information of what could be obtained from diffusion measurements, however inferring properties of the medium from this information might not be trivial. The following section considers some simple cases on how the propagator behaves.

## 2.6 Non Gaussian Diffusion

### 2.6.1 Restricted Diffusion

Diffusion in a space enclosed within perfectly reflecting walls is the ideal case for restricted diffusion. The PDF can be obtained by solving the differential equation describing Fick’s law with boundary condition. Here we will derive the PDF in two restricted systems, diffusion in infinite parallel plates for one dimension and diffusion perpendicular to the axis of an infinitely long cylinder for two dimensional case.

#### 2.6.1.1 Diffusion between parallel plates

![Diffusion inside parallel plates](image)

**Figure 2.2:** Diffusion inside parallel plates. The particles that hit the wall are reflected.
We will consider one-dimensional diffusion, bounded between two infinite, impermeable planes at \( x = 0 \) and \( x = L \). To account for reflection at the boundaries we can equivalently think that the number of particle going ‘out’ through these boundaries is always equal to the number of particles simultaneously coming in so that the net flux is zero. The net concentration at the boundaries remains constant. Applying Fick’s law to the diffusion propagator,

\[ D \frac{\partial^2}{\partial x^2} P(x|x_0, t) = \frac{\partial P}{\partial t} \tag{2.12} \]

the initial and the boundary conditions are

\[ P(x|x_0, 0) = \delta_{x,x_0} \tag{2.13} \]

\[ \left. \frac{\partial P(x|x_0, t)}{\partial t} \right|_{x=(0\lor L)} = 0 \tag{2.14} \]

Considering a separation of variables, \( P = X(x)T(t) \), Eq. 2.12 can be transformed to

\[ \frac{1}{X} \frac{d^2X}{dx^2} = \frac{1}{DT} \frac{dT}{dt} = -\lambda^2 \tag{2.15} \]

where \( \lambda \) is a constant. The solution for such an equation can be written as

\[ T(t) = A \exp(-\lambda Dt) \quad \text{and} \quad X(x) = B \sin(\lambda x) + C \cos(\lambda x) \tag{2.16} \]

Considering the boundary conditions (Eq. 2.14), at \( x = 0 \) we obtain

\[ 0 = \left. \frac{\partial P}{\partial x} \right|_{x=0} = T(t) \left. \frac{dX}{dx} \right|_{x=0} = T(t)B \Rightarrow B = 0 \]

and for \( x = L \),

\[ 0 = T(t)C\lambda \sin(\lambda x) \Rightarrow \lambda = \frac{n\pi}{L} \]

where \( n = 0, 1, 2, \ldots \) is an integer. Applying the initial condition (Eq. 2.13), we get

\[ \delta_{x,x_0} = P(x|x_0, 0) = X(x) = \sum_{n=0}^{\infty} \left[ C_n \cos \left( \frac{n\pi x}{L} \right) \right] \]

which is a Fourier cosine series for \( \delta_{x,x_0} \) on \( 0 \leq x \leq L \). This can be used to deduce the \( C_n \)'s, giving

\[ C_n = \begin{cases} \frac{1}{L} \int_0^L \delta_{x,x_0} dx = \frac{1}{L} , & n = 0 \\ \frac{2}{L} \int_0^L \delta_{x,x_0} \cos \left( \frac{n\pi x}{L} \right) dx = \frac{2}{L} \cos \left( \frac{n\pi x_0}{L} \right) , & n \neq 0 \end{cases} \tag{2.17} \]
The diffusion propagator $P(x|x_0, t)$ can be written as

$$P(x|x_0, t) = \frac{1}{L} + 2 \frac{2}{L} \sum_{n=1}^{\infty} \left[ \cos \left( \frac{n\pi x}{L} \right) \cos \left( \frac{n\pi x_0}{L} \right) \exp \left( -\frac{n^2\pi^2}{L^2} Dt \right) \right]$$

(2.18)

### 2.6.1.2 Diffusion perpendicular to infinite cylinder

Diffusion perpendicular to a cylinder is befitting to be considered in cylindrical coordinates where $\nabla^2 P$ takes the form,

$$\nabla^2 P = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial P}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 P}{\partial \varphi^2} + \frac{\partial^2 P}{\partial z^2}. \quad (2.19)$$

where $[r, \varphi, z]$ are the basis set representing the radius, angle and height in cylindrical coordinates. For diffusion perpendicular to the infinite cylinder, $z$-axis is not relevant and Fick’s second law can be written as

$$\frac{1}{D} \frac{\partial P}{\partial t} = \nabla^2 P = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial P}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 P}{\partial \varphi^2}$$

$$= \frac{\partial^2 P}{\partial r^2} + \frac{1}{r} \frac{\partial P}{\partial r} + \frac{1}{r^2} \frac{\partial^2 P}{\partial \theta^2} \quad (2.20)$$

Similar to the previous case, using separation of variables we can consider $P(r|\vec{r}_0, t) = R(r)\Theta(\theta)T(t)$, and rearrange Eq.2.20 to solve for $T(t)$ and $\Theta(\theta)$, such that

$$\frac{1}{D} \frac{dT}{dt} = \left[ \frac{1}{R} \frac{d^2 R}{dr^2} + \frac{1}{Rr} \frac{dR}{dr} + \frac{1}{\Theta r^2} \frac{d^2 \Theta}{d\theta^2} \right] = -\alpha^2$$

(2.21)

$$\frac{1}{\Theta} \frac{d^2 \Theta}{d\theta^2} = -\lambda^2$$

(2.22)

and

$$\left[ \frac{d^2 R}{dr^2} + \frac{1}{r} \frac{dR}{dr} + R \left( \frac{1}{r^2 \Theta} \frac{d^2 \Theta}{d\theta^2} - \frac{1}{DT} \frac{dT}{dt} \right) \right] = 0$$

(2.23)
where \( \alpha \) and \( \lambda \) are constants. The general solutions for \( T \) and \( \Theta \) is similar to that for \( T \) and \( X \) in the parallel plane case (Eq.2.16).

\[
T(t) = A \exp(-\alpha Dt) \quad \text{and} \quad \Theta(\theta) = B_1 \sin(\lambda \theta) + B_2 \cos(\lambda \theta) \tag{2.24}
\]

Apart from trivial solutions, since \( \theta \) is periodic at \( 2\pi \), \( \sqrt{\lambda} = n \) are solutions to the equation above when \( n \) is an integer.

And substituting Eq. 2.21 and 2.22 to Eq. 2.23 gives

\[
\left[ \frac{d^2 R}{dr^2} + \frac{1}{r} \frac{dR}{dr} + \left( \alpha - \frac{n^2}{r^2} \right) R \right] = 0 \tag{2.25}
\]

which is akin to the Bessel equation of order \( n \), the solution to which should be \[8\]

\[
R(r) = C_1 J_n(\alpha r) + C_2 Y_n(\alpha r) \tag{2.26}
\]

Where \( J_n \) and \( Y_n \) are the order \( n \) Bessel functions of the first and the second kind respectively. Since \( Y_n \) is not finite at the origin, it is not a relevant solution here and can be ignored.

For the boundary condition, we have

\[
0 = \frac{\partial P}{\partial r} \bigg|_{r=R} = T \Theta \frac{dR}{dr} \bigg|_{r=R} = C_\alpha T \Theta J'_n(\alpha R) \tag{2.27}
\]

Except for trivial solutions, to satisfy the boundary condition any \( \alpha \) must be a solution of \( J'_n(\alpha R) = 0 \).

Combining solutions for all three independent variables, the diffusion propagator \( P \) can be expressed as

\[
P = A_0 \sum_k J_0(\alpha_k r) + \sum_k \sum_{n=1}^{\infty} \exp(-\alpha_k^2 Dt) J_n(\alpha_k r) (A_{nk} \cos(n\theta) + B_{nk} \sin(n\theta)) \tag{2.28}
\]

or,

\[
P(\vec{r} \mid \vec{r}_0, t) = \sum_{n=-\infty}^{\infty} \sum_k \exp(-\alpha_{nk}^2 Dt) J_n(\alpha_{nk} r) \left[ A_{nk} \cos(n\theta) + B_{nk} \sin(n\theta) \right] \tag{2.29}
\]

Using the Lommel's integrals (Eq. 2.47 in Appendix) and the recurrence relation (Eq. 2.45 in Appendix) \( P(\vec{r} \mid \vec{r}_0, t) \) can be shown to be
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\[ P(\vec{r} | \vec{r}_0, t) = \sum_{n=-\infty}^{\infty} \sum_{k} \frac{\exp(-D\alpha_k^2 t)}{\pi R^2 \left( 1 - \frac{n^2}{\alpha_k R^2} \right)} \frac{J_n(\alpha_k R)J_n(\alpha_k r_0)}{[J_n(\alpha_k R)]^2} \]

\[ \times \left[ \cos(n\theta_0)\cos(n\theta) + \sin(n\theta_0)\sin(n\theta) \right] \]

(2.30)

Now, Eq.2.30 along with the orthogonality conditions for sine and cosine results in the solution for diffusion in the direction perpendicular to an infinite cylinder can be expressed as

\[ P(\vec{r} | \vec{r}_0, t) = \frac{1}{\pi R^2} + \sum_{k} \sum_{n=1}^{\infty} \frac{2}{\pi R^2 \left( 1 - \frac{n^2}{\alpha_k R^2} \right)} \frac{\exp(-D\alpha_k^2 t)}{[J_n(\alpha_k R)]^2} \]

\[ \times J_n(\alpha_k r)J_n(\alpha_k r_0) \left[ \cos(n\theta_0)\cos(n\theta) + \sin(n\theta_0)\sin(n\theta) \right] \]

(2.31)

The two examples above show that in a restricted systems the conditional probability \( P(\vec{r} | \vec{r}_0, t) \) that a particle initially at \( \vec{r}_0 \) is at \( \vec{r} \) after time \( t \) is a function of both starting and end positions. We also see the symmetry such that probability of finding a particle that moved from location \( \vec{r}_0 \) to \( \vec{r} \) is same as probability of finding a particle that started at \( \vec{r} \) and ended at \( \vec{r}_0 \). We see that the function behaves as an exponential decay in time multiplied with the harmonics of the modeling expansion of the restricting space. At sufficiently long \( t \) the exponential decay factor makes contributions from the harmonics to go to zero so that the only remaining term is the first term related to the density of the particles. At such long times, the probability of finding a particle at any position is independent of its initial position.

2.6.2 Heterogeneous Medium

So far we have seen that two cases: (i) In a homogeneous medium diffusion is Gaussian— the propagator at any time \( t \) can be completely described by diffusion coefficient \( D \).

(ii) In a restricted medium the shape of the propagator is an exponential decay in time multiplied by the coefficients of the harmonics of the restricting medium geometry. At very short times it resembles a Gaussian, and at very long times it takes the shape of the self-convolution of the restricting space.

Free and restricted systems are only idealizations. Most naturally existing systems have different irregular shapes with different permeabilities. At short times, the asymptotic behavior of the diffusion coefficient in inhomogeneous media has been shown to be proportional to the surface-to-volume ratio of the medium [9–11]

\[ D(t) \simeq D_0 \left[ 1 - \frac{4}{3d\sqrt{\pi}} \left( \frac{S}{V} \right) \sqrt{D_0 t} \right] \]

(2.32)
where $D_0$ is the bulk diffusion coefficient and $d$ is the effective spatial dimension. This formulation is only valid for very short times when the diffusion length ($\sqrt{2Dt}$) is very small, i.e. on average, the free diffusion trajectories sense only one boundary.

At long diffusion times the diffusion coefficient again approaches a constant value reduced by a proportionality constant. This constant of proportionality is referred as the tortuosity factor [11, 12]. In heterogeneous, disordered medium, diffusion time dependence is usually fitted with powers of $t^{-1/2}$ so that

$$\frac{D(t)}{D_0} \simeq \frac{1}{\alpha} + \frac{\beta_1}{t^{1/2}} + \frac{\beta_2}{t} + \ldots$$

(2.33)

Here $\alpha$ is the tortuosity factor, and $\beta$s are the subsequent higher order terms that could be estimated. However, direct physical interpretations are hard to come by but they allow understanding of the type of disorder involved [11, 13, 14]. Recently, the approach to $D_\infty$ has been used to characterize the geometry of restricting boundaries [15].

Biological tissues are composed of structures with a broad range of size and shape: the tiniest of them are smaller than the length scales currently accessible in modern NMR systems. It is inevitable that the diffusion process is sensitive to obstructions in all scales and from all geometries. To emphasize the difference between our measured diffusion and the true diffusion process, diffusion coefficient is often referred as apparent diffusion coefficient (ADC) [16, 17]. In what follows we attempt to throw light on how the diffusion process is related to our observation in some simple yet analytically intractable system.

### 2.6.3 Flux through leaky walls

A simple case for non-ideal system is diffusion of water from inside of a leaky ball shown in Fig. 2.4. The water molecules that hit the boundaries are reflected most of the time but are allowed to escape with a probability $0 < p < 1$. A complete analytical solution is difficult even for such a simple system. Nevertheless, we can still understand what we observe at different times. When the barriers are quite permeable or ‘weak’, $0 << p << 1$, the molecules inside quickly go outside. In this situation the barriers only influence a small fraction of molecules that are close to the walls. At short times we can expect small deviation from the Gaussian behavior but as particles get out of the boundaries Gaussian behavior is quickly restored.

The problem gets more realistic when the barriers are ‘strong’, $0 < p << 1$. On average the particles hit the boundaries multiple times before escaping and $t_0 << \sqrt{D_0\tau_m}$, where $l_0$ is the length of the object, $D_0$ is the time independent bulk diffusion coefficient, and $\tau_m$ the mean residence time that a particle spends inside.

Let’s first consider diffusion of water that originate from one such small region placed in a sea of bulk water. Here, the probability that a water molecule escapes the barriers
at a given time is proportional to the number of particles remaining inside,

\[ \frac{dP_i(t)}{dt} = -\frac{P_i(t)}{\tau_i} \Rightarrow P_i = e^{-t/\tau_i} \quad (2.34) \]

and \[ P_o(t) = 1 - P_i(t) \quad (2.35) \]

where \( P_i \) and \( P_o \) are the probability that the particle is either inside or outside. Since the restricted space is very small, each molecule that escapes the walls has close to zero probability of re-entering the same region. At long times when \( t > l_0^2/D \), the mean squared displacement \( \langle r^2 \rangle_i \) and \( \langle r^2 \rangle_o \) can be approximated to the first order as

\[ \frac{d\langle r^2 \rangle_i}{dt} = 0 \quad (2.36) \]

\[ \frac{d\langle r^2 \rangle_o}{dt} = 2dD_0 \quad (2.37) \]

\[ d \text{ being the dimensions. This can be solved as} \]

\[ \langle r^2 \rangle_i(t) = \langle r^2 \rangle_i(Res) \quad (2.39) \]

\[ \langle r^2 \rangle_o(t) = dD_0t \quad (2.40) \]

where \( \langle r^2 \rangle_i(Res) \) is the maximum attainable mean squared displacement within the barriers. It is the ensemble averaged propagator (EAP) assuming restricting boundaries. It should be emphasized that this is only valid for long times \( t > l_0^2/dD_0 \). The ADC can be written as the weighted sum of the two diffusion coefficients \( D_i \) and \( D_o \) with relative
fraction $P_i$ and $P_o$

$$ADC(t) = \frac{\langle r^2 \rangle_i \times P_i + \langle r^2 \rangle_o \times P_o}{2d t} = D_i(t) \times (1 - \exp^{-t/\tau_i}) + D_0(t) \times \exp^{-t/\tau_i} \quad (2.41)$$

The diffusion of molecules initially trapped between leaky walls is of interest for problems associated with drug delivery where the molecules are expected to reach the target at some desired rate [18]. But in many cases one is interested in the self-diffusion of the medium which is present both inside and outside the structures.

### 2.6.4 Diffusion in pores with leaky walls at steady state

When the system is in steady state the molecules keep entering and exiting the enclosed space with a zero net flux. Nevertheless, the residence time $\tau$ still helps to better describe the situation.

Every molecule that enters the region will on average spend time $\tau_{m}$ being inside. Reiterating that $l_0 \ll \sqrt{D_0 \tau_{m}}$, during the time spent inside, the molecule on average samples all of the pore space. Therefore, for the time between molecules enter and exit the pore we can approximate there ADC as the EAP/2d$\tau_{m}$.

### 2.6.5 Diffusion in distributed pores with leaky walls

We can now further extend this gedanken to a more realistic situation where many small pores are floating in a sea of bulk water. For each region $r$, let’s consider the mean residence time $\tau_{m,r}$ is far greater that the average time taken for the particles to sample the space, $\tau_{m,r} \gg l^2_{0,r}/2dD_0$. The ADC for molecules entering and escaping each pore can still be ascribed with their own apparent diffusion coefficient $ADC_r$.

![Figure 2.5: Diffusion in a multi-pore medium.](image)

However, presence of many pores also affects diffusion in the bulk. The molecules that are outside these pores have to constantly face obstruction in their diffusion paths. Most of the time the barriers do not allow the molecules to pass through so molecules have to go ‘around’ the barriers following a tortuous path. At long times, the increased path
length reduces the mean squared displacement. Following Eq. 2.33 the hindered $ADC_h$ for the molecules in bulk is

$$ADC_h \simeq \frac{D_0}{\alpha}$$

(2.42)

In most circumstances $ADC_h$ is still by far bigger than $ADC_r$. If the pore size distribution is fairly narrow then the system can be thought of as having two ADCs; $ADC_h$ for the hindered bulk water, and a mean $ADC_r$ for all pores.

At sufficiently long observation times, the ADC can be expressed as the weighted sum of two diffusion coefficients, $ADC_h$ for the time during which the particles were outside the walls and $ADC_r$ for the times when the particles were inside the walls.

$$ADC = (1 - P_i) \times ADC_h + P_i \times ADC_r$$

(2.43)

where $P_i$ is the expected fraction of time spent inside the pores. It is equal to the total volume fraction $\Phi$ occupied by all the small pores. Combing Eq. 2.42 with Eq. 2.43 gives

$$ADC = (1 - \Phi) \times ADC_h + \Phi \times ADC_r$$

(2.44)

We need to note here that the ADCs discussed above are only related to the mean squared displacement and do not imply Gaussianity of the diffusion propagator. The ADC is only the second order approximation of the propagator - the propagator itself is better approximated by two Gaussians.

### 2.7 Discussion

This chapter introduced the basics of diffusion (i) in unrestricted, isotropic form, (ii) diffusion as a tensor, and (iii) the diffusion propagator. The diffusion propagator was described as the probability of a particle starting at $r_0$ and ending at $r$ at time $t$ and it is sufficient to describe diffusion motion in all forms with or without the presence of geometrical obstructions or local inhomogeneities. The diffusion propagator was elaborated for simple restricted geometries that are widely used as model setup in literature and will be referred to in subsequent chapters. The ensemble-averaged propagator (EAP) that is measured with nuclear magnetic resonance was explained.

It is important to note that though EAP, in principle, could provide the shape as well as dimensions of geometrical restrictions, it involves many parameters: scaling a few parameters could produce similar result from two different geometries.

The final section was a discussion on some ways to understand diffusion in heterogeneous system where complete analytical descriptions are not possible. Most diffusion studies at present are focused on these disordered systems where both the mathematical formulation as well as physical understanding is still limited.
2.8 Appendix

Recurrence relation for Bessel functions

\[ J_{n-1}(x) = \frac{n}{x} J_n(x) + J'_n(x) \]  \hspace{1cm} (2.45)

\[ J_{n+1}(x) = \frac{n}{x} J_n(x) - J'_n(x) \]  \hspace{1cm} (2.46)

Lommel’s Integral for Bessel Functions:

\[
\int_0^1 r J_n(\alpha r) J_n(\beta r) dr = \begin{cases} 
\frac{1}{\pi^2 - \alpha^2} \left[ \alpha J_n'(\alpha) J_n(\beta) - \beta J_n(\alpha) J_n'(\beta) \right], & \alpha \neq \beta \\
\frac{1}{2} \left[ J_n^2(\alpha) - J_{n-1}(\alpha) J_{n+1}(\alpha) \right], & \alpha = \beta 
\end{cases} \]  \hspace{1cm} (2.47)

\[ J_n(x) = \frac{1}{\pi} \int_0^\pi \cos(n\tau - x \sin(\tau)) \, d\tau \]  \hspace{1cm} (2.48)

\[ J_n(x) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{-i(n\tau - x \sin(\tau))} \, d\tau \]  \hspace{1cm} (2.49)

\[ J_n(x) = \frac{i^{-n}}{\pi} \int_0^\pi e^{ix \cos(\tau)} \cos(n\tau) \, d\tau \]  \hspace{1cm} (2.50)

\[
(\beta^2 - \alpha^2) \int x J_n(\alpha x) J_n(\beta x) \, dx = x \left\{ \alpha J_n'(\alpha x) J_n(\beta x) - \beta J_n'(\beta x) J_n(\alpha x) \right\} \]  \hspace{1cm} (2.51)
Chapter 3

Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) principles rely on the existence of a nuclear angular momentum, also known as spin, and its interaction with the external magnetic field. Since the discovery of spin states with Stern-Gerlach experiment 90 years ago, most of our understanding on nuclear spin has come through its interaction with the external magnetic field.

NMR is also one of the best known examples of a quantum mechanical phenomenon that has found a widespread use. The discovery of spins has allowed us to understand molecular environments with minimal experimental perturbation. To name a few, NMR allows to observe precession frequencies, relaxation rates, couplings and translational motion.

Although spin and its interactions do not have counterparts in classical physics, at temperatures where Boltzmann statistics prevails, the macroscopic behavior of an ensemble of spins can be described with principles of electromagnetism. In this chapter, I will briefly describes few basics of quantum mechanics required for an overview of the resonance phenomenon. We will describe a spin, its mathematical representation and how it manifests in a measurement. The Zeeman interaction has been described with quantum mechanical laws followed by a move towards classical Bio-Savart law to describe induction and detection of an electromotive force. The Bloch equations, spin echoes and measurement of translational motion have been described as needed for later chapters. The final section describes use of NMR to understand diffusion of spin carrying molecules.

3.1 Quantum States and Nuclear Magnetism

Nuclear spin is a fundamental property that is described by the nuclear angular momentum quantum number, \( I \). The nucleus of an atom is many times heavier than the electron revolving around it. The orbital angular moment for the nucleus is virtually
zero and the spin quantum number is equivalent to its angular moment quantum number. However, spin is not equivalent to actual motion. In this regard spin is a truly quantum mechanical property of an elementary particle.

### 3.1.1 Quantum states

Measurement of the spin \( I \) results in the projection of one of its components along the observation axis, \( z \).

\[
I_z |m\rangle = m |m\rangle
\]  

(3.1)

Here \( I_z \) is the operator for angular momentum in \( z \)-axis and \( m \) is the eigenvalue corresponding to the observational possibility of each state \( |m\rangle \). These observational possibilities are also called azimuthal quantum number \( m \). The measurement results only discrete integer or half-integer values between \(-I\) and \( I\).

A nuclear spin system with angular momentum \( I \) can be described in terms of its basis states

\[
|\Psi\rangle = \sum_m a_m |m\rangle
\]

(3.2)

where \( a_m \) are the amplitudes of each basis state \( m \). It contains both magnitude and phase such that \( a_m = |a_m| \exp(i\delta_{\alpha}) \).

For a nuclear spin in state \( |\Psi\rangle \), measurement of any observable \( A \) can be described as \( \langle \Psi | A | \Psi \rangle \). Measurement of angular momentum in \( z \)-axis is

\[
\langle \Psi | I_z | \Psi \rangle = \sum_{m,m'} a^*_m a'_m \langle m' | I_z | m\rangle = \sum_{m,m'} a^*_m a'_m m \langle m'|m\rangle = \sum_m |a_m|^2 m
\]

(3.3)

The algebra of the angular momentum follows commutation relationship, a full description is beyond the scope of this thesis and can be found in reference [19]. The discussion here is limited to a proton and its interaction with the magnetic field.

The proton is spin \( \frac{1}{2} \) particle which can only have two possible values of \( \pm \frac{1}{2} \) for \( I_z \). For a two level system like a proton, the basis of Pauli matrices \( \{ 1, \sigma_x, \sigma_y, \sigma_z \} \) greatly simplify the mathematics of the spin dynamics. Here, \( \sigma = \frac{1}{2}(1 + \hat{n} \cdot \vec{\sigma}) \) and \( \hat{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \). For a spin-1/2 system, the vector \( \hat{n} \) characterizes the polarization of the spin. The Pauli matrices for a spin 1/2 can be written as

\[
I_x = \frac{1}{2} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad I_y = \frac{1}{2} \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad I_z = \frac{1}{2} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\]

(3.4)
and 1 is the identity matrix. The basis vectors for spin up and down are

\[
\begin{pmatrix}
\frac{1}{2} \\
\end{pmatrix} = \begin{pmatrix}
1 \\
0
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
\frac{1}{2} \\
\end{pmatrix} = \begin{pmatrix}
0 \\
1
\end{pmatrix}
\]

(3.5)

The use of Pauli matrices will be seen in the following section.

3.1.2 Nuclear Magnetism

A nuclear magnetic dipole moment, \( \vec{\mu} \), is proportional to the spin, \( I \),

\[
\vec{\mu} = \gamma I
\]

(3.6)

where \( \gamma \) is the constant of proportionality known as gyromagnetic ratio.

Named after Zeeman, the interaction between a magnetic dipole, \( \vec{\mu} \), and the external field, \( \vec{B}_0 \) is called Zeeman interaction. It is expressed as \( -\vec{\mu}\vec{B}_0 \). The difference in Zeeman interaction energy between the two spin states of a proton is \( \gamma \hbar B_0 \). Similar to photoelectric effect, transition from one state to another is facilitated by absorption of emission of a photon with energy \( \hbar \omega = E = \gamma \hbar B_0 \).

Evolution of the nuclear spin with time can be described with Schrödinger equation.

\[
i\hbar \frac{\partial}{\partial t} \left| \Psi(t) \right\rangle = H \left| \Psi(t) \right\rangle
\]

(3.7)

where \( H \) is the Hamiltonian. As in modern NMR spectrometers, if the external magnetic field is constant and the magnetic field \( B_0 \) is oriented along \( z \)-axis, the Hamiltonian, \( H \), can be expressed as \( -\vec{\mu}\vec{B}_0 \), and

\[
\left| \Psi(t) \right\rangle = \exp\left(-\frac{iHt}{\hbar}\right) \left| \Psi(0) \right\rangle = U(t) \left| \Psi(0) \right\rangle
\]

(3.8)

is the solution to Eq. 3.7. The initial factor \( U(t) \) is the evolution operator. It is equivalent to

\[
U(t) = \exp\left(-\frac{iHt}{\hbar}\right) = \exp\left(i\gamma B_0 I_z t\right) = \exp\left(i\omega t I_z\right)
\]

(3.9)

where \( \omega = \gamma B_0 \) is called the Larmor frequency. The evolution operator has the same mathematical form as rotation along \( z \)-axis by an angle \( \omega I_z t \). It appears as if an external magnetic field obliges all spins to precess at frequency \( \omega = \gamma B_0 \). When \( B_0 \) is not aligned
with $I_z$, the Hamiltonian can be easily expressed using Pauli matrices. In this case,

$$H = -\gamma (B_x I_x + B_y I_y + B_z I_z)$$

$$= -\gamma \left( \frac{1}{2} B_x \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \right) + \left( \frac{1}{2} B_y \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix} \right) + \left( \frac{1}{2} B_z \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \right)$$

$$= -\frac{\gamma}{2} \begin{bmatrix} B_z & B_x - iB_y \\ B_x + iB_y & -B_z \end{bmatrix}$$

(3.10)

Using this formalism, the Schrödinger equation 3.7 for a proton can be easily rewritten as

$$i\hbar \frac{\partial}{\partial t} \begin{bmatrix} p_{+\frac{1}{2}} \\ p_{-\frac{1}{2}} \end{bmatrix} = -\frac{\gamma}{2} \begin{bmatrix} B_z & B_x - iB_y \\ B_x + iB_y & -B_z \end{bmatrix} \begin{bmatrix} p_{+\frac{1}{2}} \\ p_{-\frac{1}{2}} \end{bmatrix}$$

(3.11)

When the magnetic field is parallel to the z-axis, $B_x$ and $B_y$ are zeros and the equation reduces to

$$\begin{bmatrix} p_{+\frac{1}{2}} \\ p_{-\frac{1}{2}} \end{bmatrix} = \begin{bmatrix} A_{+\frac{1}{2}} \exp(i\gamma B_0 \frac{\hbar}{2k_B T}) \\ A_{-\frac{1}{2}} \exp(-i\gamma B_0 \frac{\hbar}{2k_B T}) \end{bmatrix}$$

(3.12)

Here $A_{+\frac{1}{2}} = |p_{+\frac{1}{2}}|^2$ are the magnitudes of the probabilities of the quantum states and the exponential terms give the evolution operator $U(t)$. This equivalent description helps describing spin dynamics from a classical viewpoint [20].

### 3.1.3 Probabilities of quantum states

For large number of spins, even though the state of an individual spin is not known, the ensemble can be described in terms of the occurrence probability for each spin state. At room temperature and pressure, relative frequencies of each spin state follows Boltzmann statistics. The probability of a spin occupying a given state $m$ is real number and is equivalent to squared amplitude of each state

$$|p_m|^2 = \frac{\exp(-\gamma B_0 m \hbar/k_B T)}{\sum_m \exp(-\gamma B_0 m \hbar/k_B T)}$$

(3.13)

For a proton immersed in a constant magnetic field $B_0$, $m$ takes only two possible values. In this case,

$$|p_{+\frac{1}{2}}|^2 = \frac{\exp(\pm \hbar \gamma B_0 /2k_B T)}{\exp(\hbar \gamma B_0 /2k_B T) + \exp(-\hbar \gamma B_0 /2k_B T)}$$

(3.14)

At room temperature and pressure $\hbar \gamma B_0 \ll 2k_B T$. Taylor expansion of Eq. 3.14 gives

$$|p_{+\frac{1}{2}}|^2 \approx \frac{1}{2} \left( 1 \pm \frac{\hbar \gamma B_0}{2k_B T} \right)$$

(3.15)
and,

\[ |p_{[\frac{1}{2}]}|^2 - |p_{[-\frac{1}{2}]}|^2 = \frac{1}{2} \left( \frac{h\gamma B_0}{k_BT} \right) \]  

(3.16)

The difference between probabilities of the two states increases with increasing magnetic field. This difference in the relative population of the spin states is called polarization. Greater polarization at higher field consequently allows for a higher intrinsic SNR during detection.

In thermal equilibrium, the ensemble can be described as

\[ |\Psi\rangle = p_{[\frac{1}{2}]} \left| \frac{1}{2} \right\rangle + p_{[-\frac{1}{2}]} \left| -\frac{1}{2} \right\rangle \]  

(3.17)

For this ensemble, following Eq. 3.3, the measured angular momentum \( I_z \) can be written as

\[ \langle I_z \rangle = \frac{1}{2} \left( |p_{[\frac{1}{2}]}|^2 - |p_{[-\frac{1}{2}]}|^2 \right) \]  

(3.18)

Similarly, \( \langle I_x \rangle \) and \( \langle I_y \rangle \) can be written as

\[ \langle I_x \rangle = \frac{1}{2} \left( p_{[\frac{1}{2}]}^* p_{[-\frac{1}{2}]} + p_{[-\frac{1}{2}]}^* p_{[\frac{1}{2}]} \right) \]  

(3.19)

\[ \langle I_y \rangle = -\frac{i}{2} \left( p_{[\frac{1}{2}]}^* p_{[-\frac{1}{2}]} - p_{[-\frac{1}{2}]}^* p_{[\frac{1}{2}]} \right) \]  

(3.20)

While Eq. 3.18 describes spin polarization Eq. 3.19 and 3.18 relate to phase coherence. The polarization and coherence can be conveniently described with density matrix.

\[ \rho = \begin{bmatrix}
\frac{1}{2} + \langle I_x \rangle & \langle I_x - iI_y \rangle \\
\langle I_x + iI_y \rangle & \frac{1}{2} - \langle I_x \rangle
\end{bmatrix} = \begin{bmatrix}
|p_{[\frac{1}{2}]}|^2 & \overline{p_{[\frac{1}{2}]}^* p_{[-\frac{1}{2}]}^*} \\
\overline{p_{[-\frac{1}{2}]}^* p_{[\frac{1}{2}]}^*} & |p_{[-\frac{1}{2}]}|^2
\end{bmatrix} \]  

(3.21)

The density matrix contains all the necessary information for the ensemble and makes it convenient to express observations on an ensemble. The diagonal elements describe the population density of the two states. The off diagonal elements describe the coherence between the phase associated with these states. The off-diagonal terms are called the transverse spin magnetization. Coherence also requires the two transverse magnetization to be aligned. The Larmor precession does not affect the density matrix.

The density matrix greatly helps with the mathematics of the time evolution of the overall spins. The time evolution can be written as

\[ \rho(t) = U(t)\rho(0)U^{-1}(t) \]  

(3.22)
Eq. 3.22 is known as Liouville equation. There use will be seen in the following section.

3.2 Excitation and Signal Detection

The precessing spins can be perturbed with by an electromagnetic field. A radio-frequency (RF) pulse tuned at the Larmor frequency acts as an oscillating magnetic field. The quantum mechanics behind spin transition from one state to another was worked out by Rabi [20].

3.2.1 Excitation

In the presence of an oscillating magnetic field perpendicular to the static magnetic, the dynamics of the spin system can be described by referring back to Eq. 3.11 and adding the oscillating terms. Let us consider a small RF field $B_1$ which is applied perpendicular to $B_0$ and rotating around with but with a far smaller magnitude $|B_1| << |B_0|$. The $B_1$ field can be described by

$$B_x = B_1 \cos(\omega t), B_y = B_1 \sin(\omega t)$$  \hspace{1cm} (3.23)

Using Pauli matrices (Eq. 3.10), the Hamiltonian can be written as

$$H = -\frac{1}{2} \begin{bmatrix} \omega_0 & \omega_1 e^{-i\omega t} \\ \omega_1 e^{i\omega t} & -\omega_0 \end{bmatrix}$$  \hspace{1cm} (3.24)

where $\omega_1 = \gamma B_1$. In the presence of the RF field, the time evolution can be expressed similar to Eq. 3.11. However, the calculation is much easier where we look at this time-dependent Hamiltonian in the rotating frame of reference. In the coordinate frame, that is rotating with the Larmor frequency, the Hamiltonian can be written as

$$H = -\frac{1}{2} \begin{bmatrix} \omega_0 - \omega & \omega_1 \\ \omega_1 & \omega - \omega_0 \end{bmatrix}$$  \hspace{1cm} (3.25)

In this sense $\omega$ is the frequency of nutation. It is also known as the Rabi frequency.

The RF pulse acts as a rotation operator, $U^{\text{nmut}}(t_p) = \exp(i\omega t_p I_x)$.

$$U^{\text{nmut}}(t_p) = \begin{bmatrix} \cos(\frac{1}{2} \omega_1 t_p) & i \sin(\frac{1}{2} \omega_1 t_p) \\ i \sin(\frac{1}{2} \omega_1 t_p) & \cos(\frac{1}{2} \omega_1 t_p) \end{bmatrix}$$  \hspace{1cm} (3.26)

Using Eq. 3.22, the evolution of the density matrix, $\rho$ after the nutation operator can be described as

$$\rho(t+) = U^{\text{nmut}}(t_p) \rho(t-) \left(U^{\text{nmut}}(t_p)\right)^{-1}$$  \hspace{1cm} (3.27)
where $\rho(t+)$ is the final density matrix after the RF pulse and $\rho(t-)$ is the initial density matrix before the application of the RF pulse. Before, the RF pulse, the spins are in thermal equilibrium and as such $\rho(t-)$ is

$$
\rho(t-) = \begin{bmatrix}
 p_{\frac{1}{2}} & 0 \\
 0 & p_{-\frac{1}{2}}
\end{bmatrix}
$$

When $\omega_1 t_p$ is exactly equal to $\pi/2$, the final density matrix $\rho(t+)$ turns out to be

$$
\rho(t+) = \frac{1}{2} \begin{bmatrix}
 1 & -i(p_{\frac{1}{2}} - p_{-\frac{1}{2}}) \\
 i(p_{\frac{1}{2}} - p_{-\frac{1}{2}}) & 1
\end{bmatrix}
$$

The RF pulse that places the spins on the transverse plane is called a $\pi/2$ or a $90^\circ$. They produce the maximum signal during detection. RF pulses can be applied at any arbitrary angle and multiple RF pulses are also possible. An important RF pulse is the $180^\circ$ which acts as a reflector of the spin magnetization: it switches the polarization state and flips the sign of the phase coherence.

The coherence in the transverse plane is detected as NMR signal.

### 3.2.2 Signal Detection

When the magnetization $\vec{M}$, is in the transverse plane, the Larmor evolution operator acts on the density matrix whose state changes at the rate of omega. Although nuclear magnetic momentum is a quantum mechanical quantity, any two-level system can be written in the form $e^{-i\phi/2} \cos(\theta/2)|0\rangle + \sin(\theta/2)e^{i\phi/2}|1\rangle$ justifying the Bloch sphere interpretation. As Bloch points out in his seminal paper [21]

"This variation does not require solution to the Schr"odinger equation. It is enough to remember the general fact that the quantum mechanical expectation value of any quantity follows in its dependence exactly the classical equations of motion and that the magnetic and angular momenta of each nucleus are parallel to each other."

Analogous to Eq. 3.6 one can describe the net magnetic moment, $\vec{M} = \gamma A$, where $A$ is the net angular momentum of all vectors. On the other hand, the torque $T$ can be described in terms of the angular momentum as

$$
\frac{dA}{dt} = T = \vec{M} \times \vec{B}
$$

which then follows

$$
\frac{d\vec{M}}{dt} = \gamma \vec{M} \times \vec{B}
$$

These equations are similar in form to Maxwell’s equations.
In classical terms we can think of Faraday induction: put an antenna and detect this rate of change of magnetization. This signal detection through induction is termed as free induction decay (FID). As the magnetization $M(t)$ rotates around $B_0$ at the Larmor frequency, the induced voltage at the receiver also oscillates.

In modern scanners, Larmor frequency ranges in hundreds of MHz and detection of such a signal would be heavily influenced by cosmic noise. Although the oscillations are at such high frequencies, the frequencies of interest are within a limited bandwidth. This allows for frequency demodulation of the signal. In simple terms demodulation is achieved by multiplying the incoming signal with another oscillating voltage with a frequency close to the Larmor frequency. Mathematically the multiplication results in two waveforms, whose frequencies are sum and difference between the two input frequencies. The electronics time-averages the higher frequency retaining a limited bandwidth near zero. In a way, demodulation puts the incoming signal into the rotating frame and allows us to time-average the signal during acquisition.

If the reference waveform used for demodulation is shifted by quarter of a period, one can gain another component of the signal that is orthogonal to the first one. Only when the Larmor frequency and the reference frequency are equal and on-phase, the time average of this component is zero. For all other cases, this orthogonal component provides us with extra information. This process of demodulating the initial signal with two waveform is called heterodyne mixing. Here, the initial induced signal is split into two, and each half is mixed with two reference waveforms with same frequency but phase-shifted by a quarter wave. Mixing the signal in this way results in projection of the signal is two orthogonal axis. The final signal is then expressed as complex number. Heterodyne mixing helps during Fourier transform of the signal and thus forms and integral part of what is known as Fourier transform NMR. As we will later see, the Fourier transform of the signal forms the basis of most NMR theory and applications.

### 3.3 Spin Dance between Excitation and Signal Detection

The magnetization immediately after excitation is determined by the excitation pulse. With the passage of time the remaining magnetization and coherence is determined by different factors that are both external and internal to the system. The final signal reflects the net effect of these factors on the ensemble of the spins. This section briefly describes the major effects.

#### 3.3.1 Spin-lattice Relaxation

Once the magnetization is perturbed from equilibrium, the spin polarization moves back towards equilibrium while releasing energy to its surrounding. While the individual spins randomly flip up and down, the net magnetization slowly moves towards equilibrium. If
the response of each individual spin carrying particle back is independent and randomly occurring, then the net change in spin density within a given time $dt$ is proportional to the difference between net polarization at that time and the polarization at the equilibrium. The net change in polarization can be expressed as

$$\frac{dM_z}{dt} = \frac{M_0 - M_z}{T_1}$$  \hspace{2cm} (3.32)

where $M_z$ is the net polarization at time $t$ and $M_0$ is polarization at equilibrium. $T_1$ is the proportionality constant known as spin-lattice relaxation time.

### 3.3.2 Phase Distribution and Signal

While $T_1$ tells us about the time taken by the spins to get back to their equilibrium polarization after an excitation pulse, the NMR signal itself also depends on the coherence of the spins precessing in the transverse plane. In an ideal situation when all the spins are completely non-interacting and each of them precess at the Larmor frequency, then due to heterodyne, we would find the real part of the signal slowly decaying with $T_1$ and zero imaginary part. However, in many situations each individual spin could deviate from Larmor precession and gain an effective phase with the passage of time. The signal then is the complex average of the signal from each spin. The normalized signal is

$$S(t) = \langle e^{i\Delta \phi} \rangle = \int_{-\infty}^{\infty} P(\Delta \phi)e^{i\Delta \phi}d(\Delta \phi)$$  \hspace{2cm} (3.33)

e$^{i\Delta \phi}$ is the Fourier transform of the $P$. The Fourier relationship between phase and the signal is foundational in understanding the NMR signal behavior.

### 3.3.3 Spin-spin Relaxation

In the molecular scale, spins dipole-dipole interactions of the molecules or chemical shielding due to a particular electronic could cause variations in the Larmor frequency at different times. With the passage of time, each spin gains some phase, $\Delta \phi$, that reflects its cumulative deviation from the Larmor frequency. For fluids, the time scale of these variations are on the order of picoseconds: by virtue of central limit theorem the distribution $P(\Delta \phi)$ is a normalized Gaussian whose variance increases linearly with time $t$. For a Gaussian PDF, the Fourier transform can be conveniently expressed.

$$\langle e^{i\Delta \phi} \rangle = e^{-\frac{(\Delta \phi)^2}{2}}$$  \hspace{2cm} (3.34)
where $\langle \Delta \phi^2 \rangle$ is the variance of the PDF which increases linearly with time $t$. Thus, we can write the signal as an exponential function of time.

$$\langle e^{i\Delta \phi} \rangle = e^{-R_2 t} \quad (3.35)$$

where $R_2$ is the constant of proportionality and its inverse $T_2 = 1/R_2$ is known as spin-spin relaxation time. Its corollary

$$\frac{dM_{x,y}}{dt} = -M_{x,y} \frac{T_2}{T_2} \quad (3.36)$$

is the Bloch equation for spin-spin relaxation. Since longitudinal relaxation would also result in a loss of spin coherence, $T_2 \leq T_1$.

The FID obtained is usually Fourier transformed. The Fourier transform of an exponential decay is a Lorentzian. The integral of this Lorentzian is related to the number of spins in our sample and its bandwidth reveals the $T_2$.

### 3.3.4 Relaxation due to gross inhomogeneities

While spin-spin relaxation is intrinsic to spin carrying molecules, heterogeneity could also exist on a bigger scale due to inhomogeneities in the Larmor frequency. Considering linear field gradient, for such ‘inhomogeneous broadening’ of the Larmor frequency, the Bloch equation can be expanded as

$$\frac{\partial}{\partial t} M_{x,y} = -i\gamma \vec{r}.\vec{g} - M_{x,y} \frac{T_2}{T_2} \quad (3.37)$$

Here, $\vec{r}$ is the position of each spin and $\vec{g}$ is the gradient of the magnetic field. Depending on their position each spin rotates with slight deviation from the Larmor frequency so that the phase coherence is rapidly lost.

Fortunately, unlike $T_2$ decay, this loss in phase coherence is reversible. Hahn [22] showed that the first term in the above equation could be nulled by applying a 180° pulse refocusing pulse at a time $t$. The 180° pulse inverts the phase of each spin so that at time $TE = 2t$ all spins are once again in phase with each other and a spin echo is formed. Without further digression, it is noted that the 180° pulse can be applied along any axis in the transverse plane. Application of an multiple RF pulses after a single excitation must be carefully assessed for relative phases between the pulses and multiple spin echoes that would subsequently arise. In Hahn’s honor, spin echoes are also called Hahn echo.

A related method is to use 90° RF pulse instead of the 180° pulse. When a 90° pulse is applied immediately after the first excitation pulse, so that spins do not dephase, then the two pulse together can act as one 180° pulse. However, when the second 90° pulse is applied after the spins have dephased, it sends part of the magnetization in the
longitudinal axis, while keeping part of it in the transverse plane. The ratio between magnetization in longitudinal axis and the transverse plane depends on the dephasing. If the spins have been completely dephased before the first and the second pulse, then exactly one half of the effective magnetization is sent to the longitudinal axis. The longitudinal magnetization only undergoes $T_1$ relaxation and can be later recalled by applying another $90^\circ$. This mode of storing magnetization in the z-axis can be used to measure $T_1$ relaxation, but since $T_1$ relaxation is always longer that $T_2$, this method can also be used to measure diffusion at long time. The method of measuring diffusion with three $90^\circ$ RF pulses is known as stimulated-echo acquisition mode (STEAM). STEAM will be again encountered in section 6.1.

Hahn also realized that the resulting spin echo is sensitive to difference in spin trajectories before and after the refocusing pulse [22]. Therefore, spin echoes are still sensitive to flow and diffusion of the spins.

Signal formation due to inhomogeneities was first theoretically developed by Carr and Purcell [23] and later Torrey modified Bloch equation to include spin diffusion and flow [24]. The equation famously known as the Bloch-Torrey equation is

$$
\frac{\partial}{\partial t} M_{x,y} = -i \gamma \vec{r} \vec{g}(t) - \frac{M_{x,y}}{T_2} + \nabla (D(\vec{r}) \nabla M_{x,y}) - \nabla \vec{v} M_{x,y} \tag{3.38}
$$

where $D$ is the diffusion coefficient of the spin ensemble and $\vec{v}$ is the velocity term. Stejskal and Tanner [25] showed that the solution to Bloch-Torrey equation is

$$
M_{x,y}(t) = S(t) e^{-i(\psi(t)) e^{(-t/T_2)}} \tag{3.39}
$$

where

$$
\psi(t) = \gamma \int_0^t \vec{r}(t) \vec{g}(t') dt' \tag{3.40}
$$

Adding a $180^\circ$ pulse after time $t$ would result in a spin-echo at time $TE = 2t$ and

$$
M_{x,y}(TE) = S(TE) \times exp(-TE/T_2) \tag{3.41}
$$

where $S(TE)$ contains the effect due to the gradients.

$$
\frac{\partial S(TE)}{\partial t} = - \left( \gamma \int_0^t (\vec{g})(t') dt' \right) D \left( \gamma \int_1^{TE} (\vec{g})(t') dt' \right) \tag{3.42}
$$

The negative sign accounts for the change in phase due to $180^\circ$ pulse. When the system is in steady state with no flow, the only contribution to $S$ is due to diffusion of the spins. Eq. 3.42 shows that to measure $T_2$ of a sample, diffusional effects in the spin echo can be minimized if the refocusing pulse is placed at shorter time intervals. This forms the
basis for Carl-Purcell’s [23] technique to measure spin echoes. It includes a train of 180° pulse starting at time $\tau$ after excitation and then 2$\tau$ subsequently thereafter.

Variations in the Larmor frequency is a nuisance for $T_2$ measurements, but it can be exploited for two purposes

(i) to probe spatial distribution of the spin properties in a given sample - MR imaging, and

(ii) to understand diffusion properties of the spins.

3.4 MR Imaging

A basic MR imaging experiment exploits spatially varying magnetic field for two major purposes: (i) to select a spatially localized region of interest and (ii) to obtain an image of the sample.

3.4.1 Spatial Localization

In the previous section we discussed the rotation of spin density states in the presence of a RF pulse tuned at the Larmor frequency. This was achieved because in the rotating frame on-resonant spins remain static [26]. However, when the RF pulse is not ‘on resonance’, the off-resonant spins will precess with a frequency $\Delta \omega = \gamma \Delta B_0$. If the frequency offset is big enough RF pulse does not affect the net magnetization of the system. Spatial localization is a way to selectively excite a specific region of the frequency spectrum. The frequency bandwidth of an RF pulse is inversely proportional to its duration.

The simplest way to select a well-defined region is to locate a rectangular region along the magnetic field gradient. A linear magnetic field gradient together with RF pulse when applied will rotate spins which are located in a plane through the object [27]. If the RF pulse contains a band of frequencies $\delta \omega_1$ and a central frequency $\omega_1$, it will selectively excite spins that are within this bandwidth. For small angle excitations Hoult et al. [26, 28] showed that slice profile can be approximated by the Fourier transform of amplitude modulated RF pulse. To obtain a rectangular slice selection it is desired to have a RF pulse with a sinc profile, however in practice ideal sinc pulses are not possible at finite times and numerical methods for optimized RF pulses have been widely used [29, 30].

3.4.2 Obtaining sample image

If the sample is subjected to magnetic field gradient, the spins that were otherwise in-phase are not anymore. Here again the normalized signal is the sum of all spins and their magnetization. In the most general form, when the gradients are systematically
applied in all three axes, ignoring inhomogeneity in $B_0$ and multiple-spin populations in the sample, we can describe the signal as

$$S(G_x t, G_y t, G_z t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(x, y, z) e^{i(G_x tx + G_y ty + G_z tz)} \, dx \, dy \, dz$$  \hspace{1cm} (3.43)$$

Usually $\gamma \frac{G}{2\pi}$ is expressed as $\vec{k}$ and the equation is written as

$$S(\vec{k}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(\vec{r}) e^{2\pi i \vec{k}.\vec{r}} \, d\vec{r}$$  \hspace{1cm} (3.44)$$

The spin density and k-space are thus the conjugate space of each other. Since the spin density is real, $S(-\vec{k}) = S^*(\vec{k})$, so ideally only half of the k-space can be sampled to obtain a full image. When imaging is applied along with slice selection, then in most cases $k_z$ is completely dropped and k-space is thought in two dimensions only.

While the k-space sampling can be applied in any fashion. Cartesian acquisition of the k-space gives in easily to discrete Fourier transformed. For time efficiency, it is also a common practice to acquire all of k-space after single excitation. The most popular k-space acquisition scheme is called echo-planar imaging (EPI) [31].

### 3.5 Diffusion NMR

#### 3.5.1 Stejskal-Tanner Pulse Sequence

Eq. 3.42 linked the fundamental relationship between diffusion and reduction in the spin echo amplitude. However, although elegant, this formulation is not quite handy when it comes to actually measuring diffusion. A convenient way to measure diffusion was invented by Stejskal and Tanner [25]. They developed the technique of pulsed gradient spin echo (PGSE). In the Stejskal-Tanner PGSE technique, a pair time-constant magnetic field gradients is applied for a short duration $\delta$ before and after the refocusing $180^\circ$ pulse.

Although diffusion measurements had been done before using constant field gradients [16, 32], the introduction of pulsed field gradient greatly simplifies the mathematics as well as the understanding of diffusion measurements. PGSE is still the workhorse for MR based diffusion measurements. In what follows we describe the phase evolution in a PGSE sequence.

Figure 3.1 shows the simplified schematic of a PGSE experiment. Immediately after the first pulsed gradient, the spins gain some phase depending on their position.

$$\phi(\vec{r}, \tau_1) = \gamma \Delta(B_0(\vec{r})).\tau_1 + \gamma(\vec{g}.\vec{r})\delta$$  \hspace{1cm} (3.45)$$
Here, $\vec{g}$ is the applied pulsed gradient. The first term is the inhomogeneous broadening (Eq. 3.37) and the second term is due to the pulsed gradient with duration $\delta$. If the inhomogeneity in the magnetic field is slowly varying then its effect is minimal at the Hahn echo. The second gradient pulse imparts an additional phase to the spins. At the Hahn echo, the phase can be written as

$$\phi(\vec{r}, TE) = \gamma (\vec{g}.\vec{r}(\tau_1)) \delta - \gamma (\vec{g}.\vec{r}(\tau_2)) \delta$$  (3.46)

The signal at Hahn echo is then

$$S(g, TE) = \int \int \rho(\vec{r}_1) P(\vec{r}_1|\vec{r}_2) e^{i \gamma \delta \vec{g}.(\vec{r}_1-\vec{r}_2)} d\vec{r}_1 d\vec{r}_2$$  (3.47)

where $\rho$ is the density of spins, $\vec{r}_{1,2}$ are the positions of the spins at time $\tau_{1,2}$ and $P(\vec{r}_1|\vec{r}_2)$ is the probability associated with spin displacement from $\vec{r}_1$ to $\vec{r}_2$ during time $\tau_2 - \tau_1$.

At steady state the spatial density of spins over time is constant and thus NMR effectively measures the self-diffusion of the spins probed. Furthermore, when the spin density is constant over the sample, the signal is yet again the Fourier transform of the probability $P(\vec{r}_1|\vec{r}_2)$. In the first chapter, we described this probability as diffusion propagator. This Fourier relationship between the diffusion propagator and the gradient integral is commonly used in diffusion NMR and is known as q-space imaging. The term q-space is similar to k-space that we earlier encountered, here q-space is defined as $\gamma \delta g / 2\pi$. We should note that the Fourier relationship is analytically valid for infinitely narrow gradient pulses.

### 3.5.2 Long Gradient Pulses, Gaussian Diffusion and B-value

It is not always practical to attain narrow gradient pulses. When gradients are applied for longer durations, dephasing due to spin motion during the pulse also plays a role.

To make the equation tractable we have conveniently ignored inhomogeneity in the magnetic field itself. After the first gradient 'pulse' (which is now significantly longer,
we call it a gradient lobe \( \delta \), we find that the phase of a spin is

\[
\phi(\vec{r}, \tau_1 + \delta) = \gamma (\vec{g} \cdot \vec{r}) \delta + \Phi(\delta) \tag{3.48}
\]

Here, \( \tau_1 \) and \( \vec{r} \) are time and position at the beginning of the gradient lobe and \( \Phi(\delta) \) is the cumulative phase attained due to spin diffusion during this time. It is clear that \( \Phi \) now depends not only on the initial position but also on the path of the spin during the gradient pulse. The spin-echo will nullify the phase accumulated due to initial position, and so it is enough for us to proceed as if the particles initially were at the origin \( (\vec{r} = 0) \).

For pure liquids, where the diffusive motion is truly random and no correlation exists between successive motion, the phase evolution is still tractable. In this case, the displacement \( \vec{r} \) is always Gaussian and the instantaneous phase \( \phi = \vec{g} \cdot \vec{r} \) is a continuous adiabatic operation on this Gaussian: therefore, due to central limit theorem \( P(\Phi, \delta) \) is also a Gaussian. Nevertheless, Gaussianity of \( \Phi \) lies at the heart of diffusion NMR and needs fuller attention.

An easy way to imagine this adiabatic process is to divide the gradient lobe \( \delta \) into infinitely small \( dt \) (Fig. 3.2). At each time interval \( dt \), the spin gains a net displacement \( d\vec{r} \). The phase due to this small displacement depends on the displacement and the gradient that subsequently follows. At some final time \( t \), the total phase acquired due to \( d\vec{r} \) and subsequent gradient profiles is added to the final phase of that spin.

![Figure 3.2: Schematic of a Stejskal-Tanner Pulse Sequence but with long gradient lobes. The gradients can be thought of as consisting of a many narrow gradients.](image)

Thus the total phase accumulated due to \( d\vec{r}(t') \) after some time \( \tau \) is

\[
\phi(t', \tau) = \gamma \int_0^\tau (d\vec{r}(t') \cdot g(t)) dt \tag{3.49}
\]

The formulation can be seen as an impulse \( d\vec{r}(t') \) at time \( t' \) and the response \( \phi(t', \tau) \) for this impulse. The PDF of the impulse does not necessarily need to be Gaussian, but its variance is well-defined, \( \langle d\vec{r}(t')^2 \rangle = 6D \). In practice, \( g(t) \) is applied in one direction. Diffusion is isotropic in bulk liquid so we consider \( \vec{g}(t) = g_x(t) \), and the variance of \( d\vec{z}(t') \) is then equal to \( 2D \).
We see that $\phi(t', \delta)$ are essentially identical distributions only multiplied by a factor $\int_{t'}^\tau g(t')dt$ depending on the gradient integral after time $t'$. Invoking central limit theorem, we can say that the total accumulated phase $\Phi(0, \tau)$ is also a Gaussian. The normalized signal is the Fourier transform of phase distribution (Eq. 3.33) and when the phase has a Gaussian probability distribution, the signal is directly related to the variance of phase (Eq. 3.34).

Since $\phi(t', \tau)$s are uncorrelated to each other, the variance of $\Phi(0, \tau)$ is the integral of all variances of $\phi(t', \tau)$. The variance of $\phi(t', \tau)$ can be written as

$$\langle \phi^2(t', \tau) \rangle = \left[ \gamma \int_{t'}^\tau dx(t')g(t)dt \right]^2$$

$$= \gamma^2 (dx(t')^2) \int_{t'}^\tau g(t)dt$$

$$= 2D\gamma^2 \int_{t'}^\tau g(t)dt$$

(3.50)

For motion during the first gradient lobe,

$$\langle \Phi^2(0, \delta) \rangle = \int_0^\delta \langle \phi^2(t, \delta) \rangle dt$$

$$= 2D\gamma^2 \int_0^\delta \left( \int_{t'}^\delta g(t)dt \right)^2 dt'$$

$$= 2D\gamma^2 g^2 \delta^3 / 3$$

(3.51)

The first line reminds of Eq. 3.42 from Bloch-Torrey formalism. To look at accumulated phase after the second gradient lobe we need to remember that the refocusing RF pulse flips the signs of the gradients. For simplicity, here we separate $dT(t)$ into three categories depending on if the motion occurred during the first gradient lobe, between first and second lobe or during the second lobe. Since all motions are uncorrelated, we can get variances for these three cases and simply add them to get the total variance. For motion that occurred during the first lobe

$$\langle \Phi^2(0 < t < \delta, TE) \rangle = 2D\gamma^2 \int_0^\delta \left( \int_{t'}^\delta g(t)dt - \int_{t'}^{\Delta+\delta} g(t)dt \right)^2 dt'$$

$$= 2D\gamma^2 g^2 \delta^3 / 3$$

(3.52)
Similarly for the motion that occurred between the first and the second lobe is

\[
\langle \Phi^2(\delta < t < \Delta, TE) \rangle = 2D\gamma^2 \int_0^\Delta \left( \int_\Delta^{\Delta+\delta} -g(t)dt \right)^2 dt' = 2D\gamma^2 g^2 \delta^2 (\Delta - \delta) \tag{3.53}
\]

For the motion during the second gradient lobe, the phase accumulation is exactly as in Eq. 3.51. The variance in phase at time TE is thus, \(2D\gamma^2 g^2 \delta^2 (\Delta - \delta/3)\).

The normalized signal is

\[
S(TE) = e^{-D\gamma^2 g^2 \delta^2 (\Delta - \delta/3)} \tag{3.54}
\]

The term \(\gamma^2 g^2 \delta^2 (\Delta - \delta/3)\) is conveniently referred as the b-value.

B-value is a well-defined term to probe free bulk diffusion. It can be used to measure diffusion coefficient independent of the gradient profile. B-value can always be calculated by taking the time integral of the gradient square. B-value is proportional to the volume of the solid of revolution with time in x-axis and time integral of gradient on the y-axis.

### 3.6 NMR in heterogeneous medium

So far we have discussed behavior of NMR signal in homogeneous samples. However, NMR is perhaps the best measurement probe to understand physics of composite systems. In many cases it is the only tool that can be used to non-invasively observe system properties.

The easiest way to observe sample heterogeneity using NMR is with MR imaging (section 3.4). Imaging allows us to observe gross structure of the sample. Furthermore, even within a single imaging voxel, MR signal behavior reflects the underlying physics of the system that would otherwise not be visible at voxel level. However, for heterogeneous samples mathematical formulations are not so straightforward and interpretation of the NMR signal in heterogeneous medium is an active field of current research.

In this section we will briefly go through some simple cases for heterogeneous media and understand their effect in NMR signal evolution.

#### 3.6.1 Non-mixing systems

The simplest case for heterogeneous system is when the system is composed of two non-interacting spin populations with distinct MR properties. An example of such a system is a mix of two different proton-containing molecules with no interaction between them. If the protons in the two molecules have different resonance frequencies then Fourier transform of the FID (NMR line shape) will show multiple peaks with different
bandwidth. Similarly if they have different $R_2$ relaxation rate then the $T_2$ decay will be a weighted sum of two exponential decays with their relative weights reflecting the density of the two spin populations. The diffusion decay curves will also be sum of two exponentials. The NMR line-shape also reflects inhomogeneity due to differences in macroscopic susceptibility. For most samples, however, the two spin populations interact with each other and the resulting NMR signal is not a simple sum. In the following discussion, we avoid any quantum mechanical interactions between the spins, like $j$-coupling, or polarization exchange and simply focus on exchange between different spin pools.

### 3.6.2 Two pool system with Exchange

#### 3.6.2.1 Spin Echo Signal

Here we consider SE signal from a sample with two spin pools, both precessing at the Larmor frequency but with distinct $R_2$ relaxation rate. We consider a case when exchange between the two pools is in the same order as $T_2$. This problem for relaxation with exchanging spins has been thoroughly investigated by Winkler et al. [33].

To solve this problem, we divide the final signal into four groups $S_{ij}$ where subscript $ij$ denotes the signal is contributed by spins that were in region $i$ at the beginning or our measurement and shifted to region $j$ at its end. Now up to first order,

$$
\frac{dS_{ij}}{dt} = -R_j I_{ij} - \frac{S_{ij}}{T_j} + \sum_k S_{ik} \frac{T_k}{P_{kj}}
$$

(3.55)

where $R_j$ is the relaxation rate in region $i$, $T_j$ is the mean time that the spin spends in each pool and $P_{kj}$ is the transition probability of a particle leaving region $k$ and going to region $j$.

For a system with just two regions, $P_{kj} = 1$. The equation can be expressed as a matrix.

$$
\frac{dS}{dt} = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \times \begin{bmatrix} R_1 + 1/T_1 & -1/T_1 \\ -1/T_2 & R_2 + 1/T_2 \end{bmatrix}
$$

(3.56)

Now, let’s consider two apparent relaxation rates $R'_1$ and $R'_2$ that would give the same signal $S(t)$ as our exchanging spins with relative fractions $P'_1$ and $P'_2$. Then the apparent relaxation rates are eigenvalues of the second matrix in Eq. 3.56.

$$
R'_{1,2} = \frac{1}{2} \times \left[R_1 + 1/T_1 + R_2 + 1/T_2 \pm \sqrt{(R_1 + 1/T_1 - R_2 - 1/T_2)^2 + 4/(T_1T_2)}\right]
$$

(3.57)

The corresponding volume fractions are

$$
P'_2 = \frac{R_1 P'_1 + R_2 P'_2 - R'_1}{R'_2 - R'_1}
$$

(3.58)
3.6.2.2 Diffusion NMR signal

Similar to previous case, here we consider two spin pools with different intrinsic diffusivity, \( D_1 \) and \( D_2 \). Let’s consider Stejskal-Tanner like diffusion sequence where the signal is observed at different TEs while keeping the diffusion gradients unchanged. With the same notations as before, Eq. 3.56 can be extended to include diffusion effects.

\[
\frac{dS(t)}{dt} = -S(t) \times \begin{bmatrix} \frac{1}{\tau_1} + (\gamma \delta g)^2 D_1 & -\frac{1}{\tau_1} \\ -\frac{1}{\tau_2} & R_2 + \frac{1}{\tau_2} + (\gamma \delta g)^2 D_2 \end{bmatrix}
\]

(3.59)

The equation above is commonly referred as Kärger equation in literature [34, 35]. From the equation above, it is immediately clear that the effect of diffusion and relaxation are additive. It is straightforward to first estimate relaxation rates by setting \( g = 0 \), and subsequently estimate the diffusion effect with some non-zero gradients.

3.6.3 Restricted System

In liquids, \( T_2 \) relaxation heavily relies on rapid rotational motion of spin-bearing molecules that effectively averages small differences in the Larmor frequency. For instance when water freezes, the Van der Walls force restricts rotational averaging and coherence is rapidly lost. Ice and most solids are therefore largely NMR invisible except for very short times.

Interaction with boundaries can also cause surface relaxation at the interface. The effect is more severe when boundaries are close enough to cause obstruction in molecular rotational motion. The water trapped in between lipid rafts are known to show reduced \( T_2 \). Similar argument is used to describe a short \( T_2 \) for water between myelin layers in brain WM.

However, for larger scale restrictions the relationship with \( T_2 \) is not clear. Let’s consider spins residing in a confinement where rotational motion is not hindered but the space is small enough that the spins can diffuse and sample the space within a short time. It is clear that diffusive motion can average over tiny inhomogeneities due to field gradients at the surface, which would have otherwise caused loss of coherence. Of course, such effects due to the surface are not truly spin-spin relaxation and technically not \( T_2 \), but the difference is not always easy to distinguish experimentally.

Restrictions have a more direct relationship to diffusion. As discussed in the first chapter, diffusion depends largely on the size, geometry and permeability of the boundaries. The straightforward method to measure diffusion in simple restricting systems is with narrow gradient pulse.

The narrow pulse requirement assures that the diffusion length during the gradient pulse is significantly less that the pore size of the medium. In this case the signal is can
be written as
\[ S(\gamma \delta g, \Delta) = \int \int \rho(\vec{r}_0) P(\vec{r}|\vec{r}_0, \Delta) \times e^{i\gamma \delta g \cdot \vec{r} - \vec{r}_0} d\vec{r}_0 d\vec{r} \]  
\[ (3.60) \]

where \( P(\vec{r}|\vec{r}_0, \Delta) \) is the diffusion propagator of the particle. A complete description of the signal in three geometries—parallel plates, cylinder, and sphere, was calculated by Callaghan [36]. Using narrow pulses, diffusion-diffraction patterns have been reported for simple restricting geometries [37, 38]. Measuring such signal and inverting the Fourier transform can be used to reveal the average propagator.

However, in most situations applied gradients are long and phase evolution is less tractable. The narrow gradient pulse approximation breaks down but so does the Gaussian phase distribution. If the gradient duration \( \delta \) is very long then diffusion during \( \delta \) averages the phase resulting in a Gaussian phase PDF [39]. Similarly when gradients are weak, the phase PDF could be close to a Gaussian. This assumption of Gaussian phase is commonly referred to as Gaussian phase approximation (GPA). Assuming GPA, the signal is estimated from variance of the phase \( \langle \Phi^2 \rangle \). For diffusion in confined geometries the signal decay is found to be a function of the fourth power of the characteristic length of the restricting structure [40, 41]. The GPA approximated signal for the three simple geometries have been described by Neuman [39].

In the presence of sufficiently strong gradients, GPA does not hold anymore. The breakdown of GPA has been theoretically discussed by Swiet and Sen [42]. Hürlimann et al. [43] showed a stretched-exponential behavior for restricted diffusion between two parallel plates. The breakdown of GPA depends on the counter-effect between dephasing due field gradients and averaging of any such dephasing due to diffusion during the gradient pulse. The GPA breaks when the dephasing length \( (D_0/\gamma g)^{1/3} \) is smaller than the diffusion length \( \sqrt{D_0 \delta} \) and the signal is no longer exponentially decaying with b-factor.

### 3.7 Non-monoexponential diffusion decay

Non-monoexponential diffusion decay is encountered in many systems. It is common to see such behavior in most heterogeneous systems and is almost universally true in all biological systems. With the help of numerical simulations and analytical expressions, much effort has been directed on describing these decay phenomena and to extract relevant features of the sample. In the following section we will briefly describe two mathematical methods that have been employed in literature.

#### 3.7.1 Cumulant Expansion

Though the GPA is no longer valid, the signal itself is still the Fourier transform of the phase distribution (Eq. 3.33). Recalling that for any bounded distribution \( \Phi \), its Fourier
transform can be expressed in terms of its moments, the signal can be described in terms
of the moments of $\Phi$ [44, 45].

$$S = \Sigma_{n=0}^{\infty} \frac{(iq)^n}{n!} \langle \phi^n \rangle$$  \hspace{1cm} (3.61)

The equation above is the characteristic function whose Taylor expansion coefficients
are raw moments of the phase PDF. The log of the signal can be expressed as a series
representation of the cumulants of the distribution. Since the PDF is symmetric, odd
moments are zero. The zeroth order moment is just a constant which can be normalized.
The signal then is

$$\ln(S) = \Sigma_{n=0}^{\infty} \frac{(-q^2)^n}{n!} \langle \phi^n \rangle_c$$  \hspace{1cm} (3.62)

where $\langle \phi^n \rangle_c$ are cumulant moments of the phase distribution. When the phase is Gau-
ssian, the fourth and higher order cumulant moments are zero. It is therefore the mag-
itude of these higher order cumulant moments that determine the validity of GPA. It
should be noted that while Eq. 3.61 is convergent for all cases, Eq. 3.62 is only convergent
close to the origin [46]. This limits the applicability of cumulant expansion methods for
experiments with strong gradients.

In practice, the cumulant expansion method is simplified. The log of normalized
signal is expressed in powers of $bD$ where $b$ is b-factor that was previously discussed
with Gaussian diffusion and $D$ the diffusion coefficient. The series is usually truncated
after the fourth order.

$$\ln(S) = -bD + \frac{K}{6}(bD)^2$$  \hspace{1cm} (3.63)

where $K$ is the kurtosis that describes deviation of phase from Gaussianity.

### 3.7.2 Stretched Exponential

Stretched exponential is another way to mathematically expand the formalism. In this
method, the normalized signal is expressed as

$$S = e^{-(bD)^{\alpha}} \rightarrow \ln(S) = -(bD)^{\alpha}$$  \hspace{1cm} (3.64)

where $0 < \alpha < 1$ is called the stretching factor. Smaller $\alpha$ usually correspond to higher
heterogeneity in the system. Stretched exponential fit describes a special Gaussian
mixture where the components are continuously distributed Gaussians with their volume
fractions following a log-normal distribution.

### 3.8 Discussion

This chapter started from the basics of quantized spin states in protons, degeneracy due
to magnetic field and interaction with an RF pulse. The interaction between spins and
surrounding environment is the basis of all NMR signal. The Fourier relation between observed signal and phase distribution was introduced and we saw how phases could be changed due to sample intrinsic factors like $T_2$ relaxation or external factors like varying magnetic field.

The mathematical foundation of MR imaging was discussed. It relies on the application of magnetic field gradients to obtain information on larger scale heterogeneities. Heterogeneities on smaller scales are still reflected on the phase behavior but needs more careful attention. Additionally, when the impact of two features (like $T_2$ relaxation and diffusion) on the NMR signal is additive, multiple measurements can obtain information about both the properties.

While the NMR signal from Gaussian diffusion is relatively simple, it is not straightforward for a more complicated system. In such cases, the Gaussian phase approximation (GPA) comes handy and allows us to better approximate the expected signal behavior. When GPA is not valid, signal behavior can still be described by including higher moment of the phase PDF.

Since NMR signal is the ensemble average or all spins in a voxel, it is not a direct sum of contribution from all different regions. Especially for diffusion measurements, motion itself depends on the heterogeneity. We saw that the spins can easily exchange position between regions with different diffusion coefficients. For example, diffusion coefficients of fat-water mixture need not be equivalent to the diffusion coefficients of fat and water measured separately.

Biological tissues are extreme examples of such heterogeneous medium. Diffusion weighted signal from the tissue is not the same as signal from its components. Nevertheless, it does help to obtain information on the aggregate size, shape and composition of various structures that make up the system. In the following chapter we discuss the composition of brain WM and how different substructures would contribute to diffusion NMR signal.
Chapter 4

White Matter Architecture and Diffusion

The nervous system is responsible for gathering disparate information from different bodily systems, processing them as a holistic experience, and transmitting relevant signal back to the body. This complexity of functions is also reflected in its structure and composition. In developed animals, the nervous system can be further divided into peripheral nervous system (PNS) which is in contact with different bodily systems and central nervous system (CNS) which is responsible for processing and channeling information. The CNS, its structure and function, have been described in many volumes (See Ref. [47] and [48] for example). It consists of 3 major cells glial cell, oligodendrocytes and neurons and is broadly differentiated between gray matter/white matter (GM/WM) and brain/spinal cord. The brain WM is primarily responsible for crosstalk between different areas in the brain. The purpose of this chapter is to describe the constituents of brain WM and to address their role in water diffusion.

In WM the three basic building blocks are lipids, proteins and water. While water is the most abundant, occupying around 85% of volume in the GM and 75% of the volume in the WM, proteins and lipids organize in a breathtaking precision to form basic cellular substructures. Between different cell types, the substructures are similar with only small variations. The first part of the chapter briefly describes different WM substructures. Our approach is to describe WM like lego - larger structures are formed by smaller building blocks. Factors like micro-geometry, size and volume fractions and their influence on water diffusion will also be emphasized.

The second part of the chapter is a discussion on different diffusion models that have been used to describe diffusion measurements in white matter. The models are also

\footnote{From here onwards all references to WM is meant to be brain white matter unless explicitly stated otherwise.}
considered in light of the structures described in the first half. The last part lays the foundation for diffusion measurements in the following chapters.

4.1 Microscopic Composites

4.1.1 Lipids

The lipid content of WM is reported to be around 49-66% of the dry weight [49] which translates to about 12-16% of the total WM mass. In the body, lipids are mostly found in three forms: as triglycerides in adipose tissue, as signaling molecules like hormones and as membrane building units. The adipose tissue is not present in WM. Hormones are involved in brain maturation and plasticity but in very small quantities. Most of the lipids in WM are present in membranes as phospholipids, sterols and glycolipids. All of these structures are amphipathic with a hydrophilic polar head and at least one hydrophobic hydrocarbon tail. It is energetically favorable for these lipids to have their polar heads close to water and the hydrophobic tails further away. Therefore, the lipids are mostly found as bilayers (See Fig. 4.1). The thickness of a lipid bilayer is approximately 10 nm.

![Figure 4.1: Different types of lipid structures.](image)

Due to their hydrophobic nature, lipid bilayers act as solvent for lipophilic and amphipathic molecules and are permeable to small non-polar molecules like oxygen, nitrogen and carbon dioxide. But they are impermeable to ions and water soluble molecules. The water diffusion through the phospholipid bilayers is very low. The permeability of lipid bilayer is further reduced with increased cholesterol and sphingomyelin content [50].

Recent findings from terahertz time domain spectroscopy show that the phospholipid bilayers have a water hydration layer that extend up to 4-5 water layers [51]. These hydration water molecules are found to be ordered with the symmetry axis along the direction perpendicular to the bilayer [52]. Ordering reduces rotational as well as translational motion of water molecules, thus affecting their $T_2$ relaxation and ADC [53].
However, the exchange between hydration layer and neighboring free water is quite rapid (on the order of 10 picoseconds) and only a powder average can be observed by diffusion NMR measurements.

4.1.2 Proteins

More than 10% of the total WM by mass is composed of protein [54]. A typical cell is able to synthesize up to 20,000 different kinds of proteins and up to 1000 proteins have been identified in WM [55, 56]. Proteins are present in many forms in the WM with majority of them falling into three main categories: (i) as soluble proteins in the cytoplasm, (ii) as membrane protein embedded in the membranes and (iii) as cytoskeletal filaments.

4.1.2.1 Soluble Proteins

Solubility of the cytoplasmic proteins depend on the difference in free energy between their solid state and when surrounded by water molecules. Here the folding conformation of the protein in aqueous solution plays an important role: a protein is soluble only if all of the exposed protein surface is made of polar groups that can interact with water molecules. Unlike polar solutions, protein-water are mostly colloids.

The soluble proteins are known to have solubility as high as 35%. A gram of fully hydrated protein interacts with about 0.35 grams of surrounding interfacial water molecules. The hydration layer of the interfacial water near protein is known to have different viscosity as well as rotational and translational properties than bulk water [57–59]. However the interface effects are short-ranged and residence time of water at protein surface is less than 1 ns [60]. Since diffusion-MR measurement probes water motion in millisecond time-scale, the protein-water colloid can be expected to give a reduced ADC due to both hydration layers and physical obstructions.

4.1.2.2 Membrane Proteins

Membrane proteins are embedded within the rafts of lipid bilayers and typically contribute to about 50% of the membrane mass. While some proteins are simply associated with the membranes, other transmembrane proteins that span the lipid bilayer are important for through-membrane matter transport. Porin, for instance, is one such protein found in mitochondria that allows small molecules to pass in and out of the membrane.

Many membrane proteins act as ion channels. They are functionally as well as spatially selective. Sodium channels, for example, are initially found all along the axons but selectively congregate near the nodes of Ranvier after myelination [61]. Sodium channels are known to allow sodium ions but not potassium ions.

The ions channels are specific but also allow passage of hydrated protons associated with the ions. In this sense, these channels are also permeable to water molecules.
and play a role in water diffusion. A specific kind of channels, called aquaporins, are specifically permeable to water molecules [62].

Channels can facilitate water diffusion across the membranes, but membrane proteins also hinder water motion along the membrane. Especially when the membrane bound spaces are small, proteins block most of the pathway.

4.1.2.3 Cytoskeletal Filaments

The cytoskeletal filaments are complex structures made up of multiple protein components. As their name suggests, the cytoskeletal filaments act as scaffolds offering rigidity to the cells. Additionally, they are also involved in transporting macromolecules and cell organelles. The structural arrangement of cytoskeletal protein ensures their insolubility in water: individual proteins may be found in soluble state. For example, tubulin, the subunit of microtubules, is water soluble in its monomer state.

The cytoskeletal filaments are categorized into three: (i) microfilaments (ii) neurofilaments and (iii) microtubules. The three cytoskeletal filaments are well differentiated but also physically interconnected [63, 64].

**Microfilaments** Microfilaments are polymeric protein fibers that proliferate the cytoplasm. They are composed of similar actin monomers (homopolymers) and are 8 nm in diameters [65]. In neurons 4-5% of total proteins are actin [66], so that there are about $3 \times 10^5 \mu m$ of filament per cell [65].

In mature axons a network of actin filaments provides stability by forming highly ordered three dimensional networks or closely packed bundles. The bundles provide shape to the cytoskeleton while networks provide gel-like environment. The overall shape of the actin bundles have been reported to depend on the confining space. On relatively free spaces, they form loose isotropic network while in confined geometries the bundles are packed and take the shape of the confining structure. They also act as a substrate for other proteins and facilitate ATP transport.

**Neurofilaments** Neurofilaments are coiled alpha helical structures. Individually they have a diameter of around 10 nm but are commonly found in bundles comprising of about 40 filaments. It is estimated that in a typical mammalian cell neurofilaments have a total length of about 10000 $\mu m$ [68].

Neurofilaments are mostly associated with axonal caliber with increased neurofilament density in thicker axons. The separation between neighboring bundles has been reported to be around 30 to 40 nm [69]. As such they are the structural units of the axons.

**Microtubules** Microtubules are heteropolymers of two globular proteins, tubulin alpha and tubulin beta [70]. To form a microtubule, the units self-assemble and form
Figure 4.2: Cytoskeletal filaments in the brain WM. Each filament structure is long and contains many units of globular proteins. The Microtubules and neurofilaments also have wisp like material that extend laterally. Image reproduced from Siegel et al. [67]

A rigid, hollow tube. A single microtubule has 13 protofilaments in a tubular array. The inner diameter of the cylinder is around 13 nm and the outer diameter is about 25 nm. In a typical culture, Hellier et al. have reported to grow about 150 microtubules with 50 to 100 µm in length [71]. Even in hippocampal white matter (where fibers are less straight than true WM regions), the microtubules lengths have been reported to be 20 µm [72]. The outer sides of the microtubules contain hair-like protein projections that could be many nanometers long [69]. Like microfilaments, the microtubular structure is also highly dependent on the cell shape. In typical spherical cell microtubules assemble radially, but in axons they align parallel to the axons.

Microtubules are transport highways of organelles. Within five hours of application, colchicine, a microtubule disassembling drug, has been reported to stop axonal transport [73, 74]. Similarly, introduction of colchicine in olygodendrytes decreases the entry of proteolipid proteins into myelin [75]. In garfish, it has been shown that depolymerization of microtubules with vinblastine reduced the ADC of water in both parallel and perpendicular direction [76]. In rats treated with methylmercury, a decrease in microtubular concentration resulted in an increased water ADC parallel to the axons [77].
The structural integrity of microtubules could also play an important role in diffusion of water inside the tubular lumen. Unlike other cytoskeletal filaments, microtubules are actually hollow cylinders. Considering the inner diameter of 13 nm, and 1 nm thick hydration layer, almost a third of the water population inside the microtubules is hydration water. Furthermore, recent studies show that the lumen of the axonal microtubules are filled with particles about 6 nm in size and separated at an average distance of 15 nm [78, 79]. The presence of such particles would also drastically reduce the mobility of water inside the tubular lumen. Water molecules residing inside the microtubules cannot easily escape outside. It is therefore plausible that the microtubular water has relatively slow diffusion in both perpendicular and parallel direction.

4.2 Mesoscopic Organization of White Matter

Different composition and relative fractions of protein, lipid and water produce a variety of cellular substructures. However, the basic features are similar for all cellular environments. Membranes are rich in lipid and membrane proteins. They help to differentiate cells and cell organelles from their surrounding and maintain cytoplasmic environment. Membrane-bound cell organelles like mitochondria or lysosomes have their own biochemical milieu. The nuclei are the central units. They store chromosomes that are protein based structures made of DNA or RNA. Other tiny structures like ribosomes, golgi apparatus are mostly protein assemblies. Endoplasmic reticulum is a system of internal membranes found all over the cell. It is relatively rare in axons but can be found in dendritic regions. The cytoplasm itself is composed mostly of water, but the scaffolding of cytoskeletal filaments provides rigidity.

The macromolecules pervade not only the cell cytoplasm and membrane but also the outside in the extracellular matrix. The extracellular matrix is full of polymeric carbohydrates and protein filaments. The presence of myriads different substructures in a small space allows only little separation between neighboring macromolecules. The tight-fitting of numerous small structures in a small cellular volume is commonly referred to as macromolecular crowding.

Macromolecular crowding and its relationship to cellular kinetics have been well studied [80, 81]. Crowding hinders free movement of water molecules present in the cytoplasm. Furthermore, the presence of these macromolecule also result in hydration layers where water molecules are known to have local ordering and decreased diffusivity. The macromolecular crowding is largely responsible for a reduced water ADC in all biological tissue.

For short diffusion times, crowding should result in a time dependent ADC that reflects the overall surface to volume ratio (Eq. 2.32). But, since the macromolecules are essentially small sub-microscopic entities, and diffusion coefficient of free water at body
temperature is around $3 \mu m^2/\text{ms}$, their effect is grossly averaged within a couple of milliseconds. For longer time measurements, the overall effect of small entities can be treated as an effective medium where diffusion coefficient of water is considerably lower than in bulk [12]. A fuller review of literature dealing with macromolecular crowding and reduced diffusion can be found in a paper by Le Bihan [82].

In addition to macromolecular crowding, the CNS is also 'structurally crowded'. The nucleus, cytoplasm, membranes and cell organelles all fit in together in close packed structure. Water molecules residing in some of these gross structures may take longer times to intermingle. The result is a heterogeneous medium with non-Gaussian diffusion propagator where effective medium theory is insufficient to describe water diffusion.

**Figure 4.3:** Structural crowding in the CNS. The major structures are shown with their relationship. The neurons along with axons (shown in transverse sections) are surrounded by astroglia and microglia. The neuronal nucleus is enveloped by membranes and so do other structures. The astrocytes are also connected to blood vessels (labeled BV). The ventricles (V) contain cerebrospinal fluid where diffusion is the most unrestricted. Even the extracellular space (white spaces) is actually a matrix. Image reproduced from Siegel et al. [67]

WM plays a major role in establishing electrical connectivity; and like all connective tissues (muscles, cartilage) the elongated structures play an important role in its function. In WM, most cellular structures are somewhat found in their elongated form.
The cytoplasm is found in the cylindrical axonal lumen. The mitochondria is naturally cylindrical and resides inside the axon with its principle axis more or less aligned with the axonal axis [83]. The cytoskeletal filaments are also found aligned along the same preferred axis. The myelin membranes are technically part of the oligodendrocytes but they wrap around the axon and are elongated structures. Of course, there are other cellular structures like oligodendrocytes and macroglia which are not necessarily elongated. But compared to the gray matter, anisotropy is the most striking WM feature. The extra-cellular space basically acts as a gap between neighboring axons and still follow the cylindrical symmetry.

This structural anisotropy is also reflected in water diffusion. Water diffusion in WM is largely anisotropic and non-Gaussian. The time taken for water to diffuse from one mesoscopic structure to another could be on the order of the observation time in a diffusion NMR experiment. It is the organization of these mesoscopic structures that is relevant in understanding observed diffusive behavior in the WM.

4.2.1 Axon

An axon is prolongation of a neuron that is responsible for electrical signal conduction. The protrusion is filled with cytoplasmic liquid and separated by its own axonal membrane. Axonal lumen contains cytoskeletal filaments, mitochondria, smooth tubular endoplasmic reticulum along with a few lysosomes, and vesicular bodies. Most of these structures are oriented along the longitudinal axis of the axon. While microtubules predominate in unmyelinated axons, as the axons increase in size and myelination, homogeneous arrangement of microtubules are disrupted by neurofilament aggregates.
Axonal water is enclosed within the axonal membrane also known as axolemma which is about 8 nm thick. It is a typical lipid bilayer that has low water permeability. Measurements at short diffusion times could possibly differentiate the axonal water from water in the adjacent periaxonal space (see Fig. 4.4). For longer observation times, such differentiation largely depends on permeability of the axonal membrane that separates axonal water from periaxonal water lying next to it.

Diffusion inside axons have been reported in excised lamprey spinal cord [84]. Since the ADC was found to be similar in parallel and perpendicular direction, it was argued that only axonal membranes were responsible for the apparent diffusion anisotropy in axons. If axonal membrane plays the major role in diffusion anisotropy then axonal membrane might be quite impremeable to water molecules.

It is likely that the residence time of water associated with tiny structures are so small that their effect is time-averaged and results in a reduced ADC compared to free water. One exception to this is water residing inside the microtubules. As mentioned before, the water inside the microtubules could have a long enough residence time to survive time averaging even at times accessible in a diffusion NMR measurement.

### 4.2.2 Periaxonal Space

The periaxonal space is 10-20 nm wide, extracellular space trapped between the myelin sheath and the axonal membrane [85]. It has been reported that diffusion of tracer particles between outer regions and the periaxonal space is possible but has to follow a tortuous path and is in the order of hours [86]. This space is filled with myelin associated glycoprotein (MAG) which is associated with periaxonal membrane of the inner myelin layer.

Water diffusion inside periaxonal space should be limited and anisotropic. While water can move up and down along the axonal axis, its radial displacement is limited around the axonal membrane. Even in the axial direction, diffusion is limited: water molecules are squeezed between the axonal membrane and the myelin membrane both of which contain lipid layers. Due to lipid membranes on both sides, water molecules in periaxonal space have little chance to intermingle with the outside. Some exchange between periaxonal water and axonal water (except in the microtubules) might be expected. However, it would be even more difficult to mix with myelin water that lies on the other side of the periaxonal membrane.

### 4.2.3 Myelin

Myelin is an extension of glial plasma membrane that radially wounds around the periaxonal space. It is is composed mostly of lipids, protolipid protein (PLP) and myelin basic protein (MBP). The layers of myelin are well known for their insulating properties
that allow up to a 100 fold increase in conduction velocity. Most of the myelin in WM is compact myelin.

As the oligodendrocyte processes wind around the axon, the compact myelin layers are formed. As oligodendritic processes wrap around the axon, the membranes in the compact myelin are stacked. Therefore, a layer is actually two adjacent lipid bilayers of membrane with a 2.5 nm wide cytoplasmic layer in between. Between two adjacent windings there is another 4 nm wide extracellular space. The membranes and the cytoplasm contain MBP that glues the two layers together. The PLP is abundant in extracellular space and keeps neighboring layers intact. The repeat distance of myelin layer in brain WM is around 16.6 nm [87].

The myelin lipid bilayers contain high fractions of cholesterol and sphingomyelin. About 30% of lipid content in myelin is cholesterol [90]. Such high fraction of cholesterol dramatically reduces the permeability of the myelin membrane [50].

For water molecules residing between the myelin layers, moving through multiple layers of bilipid layer would be an almost impossible feat, but they can still move parallel to the axons and radially around the axonal lumen. However, almost all water in the 2.5 nm cytoplasmic space and more than half the water in the 4 nm extracellular space is hydration layer. This would drastically reduce diffusion properties of myelin water. The presence of MBP and PLP also reduce water mobility. At long time it is expected that myelin water ADC is rather small in both parallel and perpendicular direction.
4.2.4 Node of Ranvier

At periodic intervals the axolemma is relatively uncovered in sites known as nodes of Ranvier. These are sites of chemical exchange responsible for boosting the action potential. The nodes are 1-2 $\mu m$ long. Figure 4.6 shows an electron micrograph of the node of Ranvier.

![Figure 4.6: An electron micrograph of the node of Ranvier. The axon diameter is decreased and axolemma comes in contact with astroglial space. Picture taken from Siegel et al. [67]](image)

The nodes of Ranvier are proliferated with voltage gated Na$^+$ channels [91]. These channels readily allow the passage of protons. Only microtubules are continuous across the node of Ranvier. Otherwise, the nodes are easy site of water exchange between axons and the astroglial space. However, Ranvier nodes are relatively rare with a periodicity of at least 50 $\mu m$ and usually more than 150 $\mu m$ [92]. Therefore, the axonal lumen remains relatively isolated during the observation time possible in NMR.

4.2.5 Glial cells

There are three kinds of glial cells in the WM. They are astrocytes, oligodendrocytes and microglia.

The astrocytes are the biggest of the three with somatic diameters around 10-12 $\mu m$. In WM, they are more or less randomly oriented, oblongated cell bodies[93]. The processes are smooth, thin, have relatively less branching, and longer in the opposite directions along the oblongation of the cell body and extend more than 100 $\mu m$ [94] These processes are unbranched in WM and are densely filled with neurofilaments and few microtubules. While most processes have their endfeet in contact with axons at nodes of Ranvier, one process has its endfoot in contact with the blood capillaries [95]. The water channels, aquaporins, are expressed in the endfeet. Astrocytes are connected to other astrocytes and oligodendrocytes through gap junctions.

In WM, oligodendrocyte somas are arranged in rows along the axons and are called interfascicular oligodendrocyte. The cell bodies are 6-8 $\mu m$ in diameter and their processes wrap around the axons to form myelin layers. The oligodendritic processes are
extended more or less isotropically. Microtubules are present throughout the oligodendritic cell bodies as well as in large and small processes. They are randomly oriented in the cell body but are aligned parallel to the processes [96].

Microglia clean up the tissue environment by engulfing dead cells and waste. The microglia in WM is mostly found in ameboid form. They are allowed to move in the WM and look for any damage in its architecture. Microglia are therefore smallest in size.

The lipid permeability of cell membranes of both astrocyte and oligodendrocyte have a low membrane permeability, but these membranes lack cholesterol and sphingomyelin that are found in the myelin. Furthermore, unlike myelin, they are also just a single bilipid layer. However, it is likely that these membranes are as impermeable as axonal membranes. Considering that axonal membranes have been implicated as the primary source of anisotropy in brain WM, it is plausible that water inside the glial processes also have anisotropic properties even for long diffusion times.

For short time diffusion measurements, the processes can be approximated by cylinder distributed isotropically in all directions. Approximating diffusion as a tensor for each cylinder, the average diffusion propagator would be the integral of a single tensor over all of the volume [97]. The diffusion decay curve would be isotropic but non-monoexponential. The normalized signal can be written as [97]

\[
S = e^{-bD_{\perp}} \int_0^1 e^{-bD_{\parallel}x^2} dx = e^{-bD_{\perp}} \frac{\sqrt{\pi}}{2\sqrt{bD_{\parallel}}} \text{erf}\left(\sqrt{bD'_{\parallel}}\right);
\]  

(4.1)

where \(D_{\perp}\) and \(D_{\parallel}\) are the ADC perpendicular and parallel to the processes, \(D'_{\parallel} = D_{\parallel} - D_{\perp}\) and \(\text{erf}\) is error function. When \(bD_{\parallel} << 1\) the ADC is equal to \((D_{\parallel}/3 + D_{\perp})\). For higher b-values the signal shows non-monoexponential behavior. At \(bD'_{\parallel} >> 1\), the error function approaches 1 and the signal close to some b-value \(b_0\) can be approximated as

\[
\ln(S) = -b_0D_{\perp} + \ln\left(\frac{1}{2}\sqrt{\frac{\pi}{bD_{\parallel}}}\right) - \frac{1}{2}\left(\frac{b}{b_0} - 1\right)
\]  

(4.2)

Since the slope of the curve above is dependent on the b-value. If we loosely define ADC as the slope of the log of the signal at each b-value, it is dependent of the b-value of choice such that \(\text{ADC}(b) = \frac{D_{\perp}}{1/2b}\).

But, measurements at long times may be different. Most processes have very thin diameters [98] such that for most diffusion MR measurements \(D_{\perp}\) is perhaps a very small number close to zero. In such a case, directly from Eq. 4.1, the signal at high b-factors is a function of \(1/\sqrt{b}\)

\[
S(b|\sqrt{bD_{\parallel}} >> 1) = \frac{\sqrt{\pi}}{2\sqrt{D_{\parallel}}} \frac{1}{\sqrt{b}}
\]  

(4.3)
In practice the error function quickly approaches 1, and the equation is valid when $bD_{||} \geq 6$. In the absence of any other components the slope of the fit would reveal $D_{||}$. However, care should be taken that at long times when molecules move a long distance and could exchange with water from other substructures. This could have some effect on their volume fractions.

Similar models of three dimensionally distributed cylindrical processes has been used to model dendritic diffusion in GM and diffusion in respiratory airways [99, 100].

4.2.6 Vasculature

Human brain consumes around 20% of oxygen requiring a blood supply of about a liter per minute. The flow of blood moving through the vessels could be mistaken for fast diffusion. In most case the ‘pseudo-diffusion’ due to vascular contribution is more than twice the ADC in free water and its contribution can be readily separated.

4.3 Diffusion Models in WM

Since the early days of diffusion NMR, there has been a keen interest in understanding molecular mobility in biological samples. NMR stands out among all other techniques because it is non-invasive and probes samples with minimal interference. It can be used to study biology as it happens.

The displacement of spin carrying water molecules is in the order of micrometers. Diffusion MR measurements can allow us to sense these micro-structures without having to cut the sample. This sensitivity towards microscopic geometry has established diffusion-weight magnetic resonance (DW-MR) as an invaluable clinical and research tool. However, the relation between the diffusion weighted signal and the underlying WM tissue micro-structures has so far only been qualitatively understood.

Since the inception of this field, understanding diffusion MR signal in biological tissue has been known to be a complex inverse problem. On one hand, diffusion propagator from two different systems might be very similar; propagators for most heterogeneous systems have a Gaussian like central distribution with different tails. A major part of the propagator therefore just reveals the ADC. On the other hand, exponential nature of signal decay allows for a very small window to distinguish between signals that come from very different origins.

This thesis attempts to understand the physical basis of non-monoexponential diffusion decay curves in brain WM.

The following section is a brief description of the review of relevant studies. Three models are explained that are representative of the major directions that the field has taken over the years.
A natural first approach to this problem is to describe the signal. For simple fluids, Eq. 3.54 conveniently described the signal behavior as an exponential decay related to the b-value and the diffusivity. At low b-values (bD < 1) diffusion decay curve still resemble an exponential decay. Assuming Gaussian decay, the curves can be used to estimate the ADC is related to the variance of the spins. If the diffusion is Gaussian-like in different directions but anisotropic, then it is possible to describe the signal with the help of a diffusion tensor. Diffusion tensor imaging (DTI) is the most widespread model used to interpret data from diffusion weighted magnetic resonance (DW-MR) technique.

### 4.3.1 Diffusion Tensor

Diffusion tensor was previously defined with Eq. 2.8. It can account for anisotropic diffusion but still assumes a homogeneous Gaussian diffusion. Diffusion tensor as a concept predates the discovery of NMR, but it has been systematically used in diffusion-MR studies only after the diffusion tensor model proposed by Basser et al. [101].

The diffusion coefficient in any arbitrary direction ⃗\(r\) = [\(x, y, z\)] can be expressed as

\[
D(\vec{r}) = \begin{bmatrix} x & y & z \\ \end{bmatrix} \begin{pmatrix} D_{xx} & D_{xy} & D_{xz} \\ D_{yx} & D_{yy} & D_{yz} \\ D_{zx} & D_{zy} & D_{zz} \end{pmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix}
\] (4.4)

Since the diffusion tensor is symmetric [7], the equation above can be expanded as

\[
D(\vec{r}) = x^2 D_{xx} + y^2 D_{yy} + z^2 D_{zz} + 2xy D_{xy} + 2yz D_{yz} + 2zx D_{zx} (4.5)
\]

The linear equation above can be solved to calculate the diffusion tensor if the diffusion coefficient in six independent directions are known. The tensor can be reduced to 6 independent elements (3 diagonal and 3 off-diagonal). In practice calculating the diffusion coefficient also requires evaluating signal without any diffusion weighting. Thus, DTI requires at least 7 measurements.

In the previous chapter, DW-MR signal for free diffusion was described as an exponential decay in terms of b-value. This b-value is proportional to the square of the gradient amplitude. DTI uses this property to estimate the tensor. Following Eq. 3.54 and Eq. 4.5, one can directly estimate the diffusion tensor from the logarithm of the signal obtained.

\[
\ln(S) = \ln(S_0) + \gamma^2 \delta^2 (\Delta - \delta/3) \vec{g} \vec{D} \vec{g}'
\] (4.6)

where \(D\) is the diffusion tensor, \(S\) is the spin-echo signal for each measurement and \(S_0\) is the spin echo signal without any diffusion weighting. In practice the tensor is estimated as a oversampled linear problem, where the number of diffusion directions is far more than the required minimum of 7. The signal follows a Rician noise distribution therefore,
the linear inversion is only to be used for high SNR data. The diagonalization of the diffusion tensor gives its eigensystem. Since the tensor is positive definite we expect all the eigenvalues to be positive.

The diffusion tensor formalism has been widely used to report on WM property and integrity. Scalar measures derived from the tensor allow direct comparison between tensor systems without depending on its directionality. Scalar indices also help visualize different aspects of the tensor in a single map. The basic scalar measures are the eigenvalues themselves and the trace of the tensor. The trace is equal to the sum of the three eigenvalues and the three dimensional ADC or the mean diffusivity is one third of the trace.

An important rotationally invariant index is the Fractional Anisotropy (FA). FA reflects the variance in the tensor eigenvalues and is a measurement of the anisotropy of the system. It is defined as:

$$FA = \frac{3}{2} \sqrt{\frac{\left(\lambda_1 - \bar{\lambda}\right)^2 + \left(\lambda_2 - \bar{\lambda}\right)^2 + \left(\lambda_3 - \bar{\lambda}\right)^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}}$$

where the $\lambda$s are the three eigenvalues of the tensor and $\hat{\lambda}$ is the ADC. The isoprobability surface (see Fig. 2.1) of the diffusion tensor has long been used to visualize the anisotropy of brain white matter. The FA always scales between 0 and 1 and has been found to be relatively insensitive to noise [102]. It is the most widely reported anisotropic metric.

Similar to FA different ratios between the eigenvalues have been used to describe the behavior of the tensor. In this thesis, we have extensively used coefficients of linearity ($c_l = \frac{\lambda_1 - \lambda_2}{\lambda_1}$), planarity ($c_p = \frac{\lambda_2 - \lambda_3}{\lambda_1}$) and sphericity ($c_s = \frac{\lambda_3}{\lambda_1}$) where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are the first, second, and third eigenvalues of the diffusion tensor. These coefficients describe proximity of the tensor to a line, plane and sphere [103].

The most straightforward interpretation of DTI model would probably be at very short diffusion times. At very short times, when diffusion length is very small relative to the enclosed space, most of the diffusing particles do not feel the boundaries. In this short time regime, we expect the measured time dependent ADC to be inversely proportional to square root of time and related to the surface to volume ratio [11, 104]. Evolution of the tensor from isotropic to the anisotropic regime would be extremely helpful in understanding the physical basis of such behavior. However, experiments in WM have shown a non-monoexponential signal decay even for the shortest diffusion times. Presence of non-monoexponential decay limits the applicability of DTI model.

Another way to use the DTI model would be at very long times. WM is microscopically heterogeneous - the shape and size of different tissue substructures act as aggregate boundaries. The boundaries are most relevant when the average diffusion length ($\sqrt{tD(t)}$) is close to the size of the boundaries. [12, 105]. With increased diffusion time,
as more and more particles encounter the boundaries, the shape and the width of the propagator is sensitive to the structure and density of the tissue micro-structures. At very long times, the diffusing particles probe all of the heterogeneous spaces and the resulting diffusion propagator loses information about the microscopic ultra-structure and only retains the information of the gross tissue shape (macrostructure). Due to central limit theorem, the propagator once again will approach a Gaussian and DTI model would resume its applicability.

The diffusion tensor deals exclusively with the ADC in each direction and implicitly assumes Gaussian diffusion. Its strength lies in its simplicity and close relationship to tissue parameters. The DTI model assumes that anisotropy seen in WM is more a reflection of its ordered tissue structure rather than the molecular hydrodynamics. The eigenstructure of the tensor can be used to infer geometry of the diffusion compartments. For WM with single coherent fiber bundles, the primary eigenvector (with largest eigenvalue) is parallel to the main fiber orientation [101]. Similarly for dispersed fibers, the minor eigenvector is perpendicular to the plane of fiber dispersion [106].

The study of WM anisotropy however predated the widespread use of DTI in DW-MR measurements.

Beaulieu and Allen performed measurements in non-myelinated garfish axons and reported reduced anisotropy [76]. This lead them to conclude that diffusion anisotropy is related to axonal orientation but myelination nevertheless played a major role in enhancing it. In their other study in giant squid axons, they showed very small anisotropy in the intraaxonal water [107]. They also reported that other intra-axonal microscopic features like neurofilaments and the macrotabecular lattice were not primary contributors to the observed anisotropy in WM.

A significant contribution to understanding WM anisotropy was a study by Takahashi et al. [84], who performed micro-imaging in excised lamphrey axons. With an in-plane resolution of $19 \times 19 \mu m^2$ they were able to study diffusion of intra-axonal water. At a diffusion time of (11 ms) Takahashi et al. reported that no diffusion anisotropy was observed in the biggest axons ($\approx 40 \mu m$) but smaller axons showed progressively greater anisotropy. This study established that the WM anisotropy was closely related to its orientation. Measurements on myelin deficient rats [108], rat pups [109] and also on human infants [110] have reiterated such claims. In ex vivo samples, measurements by Tuch et al. showed that conduction and diffusion in WM are closely related [111].

The most noticeable structure in WM is the myelinated sheath. Since the early days of DW-MRI, diffusion in brain white matter has been closely linked with the presence of myelin. It is reasonable to expect diffusion measurement in brain WM to be influenced by axonal diameter and permeability of the myelin layers. Le Bihan et al. measured the diffusion time dependence for WM in human brain in vivo and reported no significant change in ADC for diffusion times ($\Delta$) between 16 and 79 ms [112]. Time invariance of
the ADC led them to conclude that the ADC attains its asymptotic long time limit within 16 ms. Following this ansatz, they concluded that myelin is quite permeable to water molecules and calculated the permeability coefficient to be $1.6 \times 10^2$ cm$^{-1}$. Moonen et al. also reported time invariant ADC for measurements in cat brain measuring for diffusion times from 50 to 2000 ms [113]. This was also consistent with another study by Pfeuffer et al. on rat brain where they suggested that the intracellular diffusion exchange time was around 15 ms [114].

While the study of diffusion anisotropy was underway, several findings of non-monoexponential diffusion decay were noticed. In garfish, Beaulieu and Allen noticed a clear deviation from a monoexponential decay at high b-factors [76] that could be fitted with three exponentials. Similar triexponential fits were also reported by other studies employing very high b-factors (>50 ms/$\mu$m$^2$) [115, 116]. Using single- and double-quantum-filtered diffusion spectroscopy Assaf and Cohen also reported distinct water populations in rat brain [117]. Several other studies have shown that diffusional decay curves in brain WM significantly deviate from a single exponential decay [118–122].

4.3.2 Gaussian Mixtures

An easy way to fit non-monoexponential decay is to assume multiple diffusion pools, where each diffusion pool is still a Gaussian but the pools do not mix with each other (Section 3.6.1). In a Gaussian mixture model the signal decay is described as

$$S(b, \vec{D}, \vec{F}) = S_0 \sum_{j=1}^{2} \vec{F}_j e^{-b\vec{D}_j} + \varepsilon_i$$

(4.8)

Here $\vec{D}$ is now a vector including both diffusion coefficients and $\vec{F}$ is the vector with volume fractions for each pool [123]. When diffusion decay is measured in a single direction, the simplest Gaussian mixtures is a biexponential. The bi-exponential model is a simple extension of the mono-exponential model to two pools of water present. The tri-exponential model further assumes three pools.

4.3.3 Stanisz Model

The first analytical modeling of non-monoexponential diffusion decay curves in WM was performed by Stanisz et al. [124]. The basic framework for their description was obtained from electron microscopy of the WM specimen. Ruminating on diffusion anisotropy and non-exponential diffusion decay, they modeled axons as long cigar shape ellipsoid and other extra-axonal but cellular structures (including all of oligodendrocytes, microglia and astrocytes) as spheres. Diffusion in extracellular water was also modeled to be anisotropic. This three compartment model comprehensively describes diffusion decay...
curves as arising from cumulative effect of cellular dimensions and membrane permeabilities. Using Kärgen’s exchange equation (See Section 3.6.2.2), permeabilities of cellular membranes as well as myelin layers were also taken into account. Both these compartments were considered to be in exchange with the extracellular space. A summarized description of Stanisz’s model can be seen in Fig. 4.7

Stanisz et. al, MODEL

<table>
<thead>
<tr>
<th>Axons as prolate ellipsoids</th>
<th>Glial cells as spheres</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_t =$ length of axonal major axis</td>
<td>$a_s =$ diameter of glial cells</td>
</tr>
<tr>
<td>$a_t(\perp) =$ radial length of axons</td>
<td>$V_s =$ Volume fraction of glial water</td>
</tr>
<tr>
<td>$V_t =$ Volume fractions of axonal water</td>
<td>$P_t =$ permeability of axonal myelin</td>
</tr>
<tr>
<td>$P_s =$ permeability of axonal membranes</td>
<td>$D_e =$ Extracellular diffusion coefficient</td>
</tr>
<tr>
<td>$D_i =$ Intracellular diffusion coefficient</td>
<td></td>
</tr>
</tbody>
</table>

**DEPENDENT PARAMETERS**

### Apparent Diffusion Coefficients:

$$D_e = D_e(1-V_s-V_t)^M$$

where,

$$M = \frac{0.5V_s-0.5V_tL+V_tL}{(1-L)}$$

$$L(||) = \ln \left( \frac{2 a_t(||)}{a_t(\perp)} \right) \left( \frac{a_t(\perp)}{a_t(||)} \right)^2$$

$$L(\perp) = 0.5 - 0.5L(||)$$

$$D_i = -\frac{1}{2} \ln \left\{ 2 \frac{1-\cos(q\gamma)}{q^2 \ell^2} \right\} + 4q^2 \Sigma \exp \left\{ \frac{n^2 \ell^2 \pi^2 D_i}{q^2} \right\}$$

where, $q = (\gamma \delta g)$

for glial cells: $l = a_s/2$

for axons: $l(||) = a(||), l(\perp) = a(\perp)/2$

### Exchange from Permeabilities

$$\frac{dM_s}{dt} = -q^2 D_t M_t - k_t M_t + k_s M_e$$

$$\frac{dM_t}{dt} = -q^2 D_s M_s - k_s M_s + k_t M_e$$

$$\frac{dM_e}{dt} = -q^2 D_e M_e - k_e M_e + k_t M_t + k_s M_s$$

Some of the parameters obtained by their model were found to be close to their actual values. Most interestingly, axonal diameter estimated to be around 2.5 µm was similar to values obtained from electron microscopy. Similarly diameter of the glial cells was also found be around 3 µm. Considering that glial cells also include oligodendritic and astrocytic processes, the effective size of these structures could have exceeded their somatic size. Exchange time of the intra-axonal water to the extra-cellular water and intra-glial water to extra-cellular water was estimated to be around 62 ms and 30 ms.
respectively (exchange rate of 16 s\(^{-1}\) and 33 s\(^{-1}\)). However, a 40\%, volume fractions that was assigned to the extracellular compartment was quite unphysical.

Although simplistic compared to reality, the Stanisz\’s model still requires quite a few parameters. The necessity of such an elaborate model might reflect inherent complexity of tissue structure, but it could also be due to a mismatch; ignoring features that are relevant and modeling features that are not. The model requires an estimate of axonal length which helps to account for an upward moving decay curve with increasing \(\Delta\), but it does not have a clear physical meaning. Similarly, including exchange of both axonal and glial water with small extracellular space made the equations overloaded with fitting parameters.

The difficulty in applying Stanisz model is apparent for measurements at longer diffusion times. Similar to Stanisz et al., Assaf and Cohen [122] measured excised bovine optic nerve, but while Stanisz et al., employed diffusion times (\(\Delta\)) between 8 and 30 ms, measurements by Assaf and Cohen were performed for \(\Delta\) up to 350 ms [122]. At such long observation times, Stanisz model would expect a close to monoexponential signal decay. However, Assaf and Cohen reported a clear non-monoexponential decay curves for both parallel and perpendicular directions [122].

Though Stanisz et al., described diffusion decay with three compartments, subsequent measurements were mostly focused on biexponential nature of the curves [119, 120, 122]. Measurements were performed in single direction where a two compartment biexponential still produced a good fit to the data. A two compartment system was easier to model and to relate to intra and extra-axonal compartments. Mulkern et al., measured diffusion decay curves in human brain in vivo and observed biexponential diffusion behavior in both GM and WM [120]. However, due to limited gradient strength the measurements did not deal with direction dependence. Clark and Le Bihan also observed a biexponential decay in human brain WM \textit{in vivo} and could also measure distinct decay curves along and perpendicular to the fiber orientation [119]. Their biexponential analysis yielded different volume fractions for fast and slow diffusion compartments depending on the measurement direction. Volume fraction of the slow component was found to be around 14\% parallel to the fibers but was about 40\% in the perpendicular direction. The volume fractions of the two components reported by Assaf and Cohen were similar to those reported by Clark and Le Bihan [122].

Human \textit{in vivo} measurements suggested that the two components had similar \(T_1\), \(T_2\) and magnetization transfer (\(MT\)) properties [125, 126]. The early measurements were helpful in revealing non-monoexponential decay curves in WM, however, resolving apparent discrepancies in relative volume fractions and exchange times between compartments were still open.

At this time, the research focus slightly shifted towards using this non-monoexponential behavior as an MR contrast tool to delineate tissue structures and pathologies. Inglis et
al., used a biexponential diffusion tensor in rat spinal cord and claimed proper visualization of extra- and intracellular water compartments [127]. The maps of fast and slow components showed clear distinction between WM and GM. Similar bi-tensor model was also applied in human brain in vivo [128, 129]. These measurements showed that for a single tensor analysis mean diffusivity is similar between GM and WM but the ADC of the slow component showed clear difference between the two. The ADC of the slow component was found to be much lower in WM than GM. Though the bi-tensor model resolved wrong volume fractions, these measurements were thought to be useful for medical contrast and tissue characterization. Using high b-value DWI to categorize neuropathology is still an ongoing research issue [130–132].

4.3.4 CHARMED Model

In 2004, Assaf et al. [133] proposed a model of diffusion in WM where the two diffusion compartments were intra-axonal and extra-axonal. In this picture, myelin wall is considered to be almost impermeable such that water inside and outside the axons are clearly compartmentalized. All extra-axonal spaces including glial cells and extracellular spaces were combined to a single compartment.

The physical interpretation of two distinct diffusion components is diametrically opposite to the previously considered relatively fast exchange argument. In this new scenario, myelin layers are considered highly impermeable such that diffusion inside the axon is highly restricted radially but relatively free along the axonal axis. It is consistent with the expected reduction in myelin permeability due to high cholesterol and sphingomyelin content [50]. In the perpendicular direction, the maximum displacement for intra-axonal water is governed by the inner diameter of the axons. Radially, intra-axonal water could only move a few microns before hitting the impermeable myelin and reaching its maximum displacement. Once this limit is reached, displacement for the intra-axonal water cannot further increase over time. Radial intra-axonal ADC ($D_{IA\perp}$) would be very small and inversely proportional to the diffusion time [134].

The water fraction residing in the extra-axonal space, including glial cells and their processes, is considered to be hindered but not restricted so that after a certain time they reach their steady state extra-axonal diffusion coefficient $D_{EA}$. Since the measured ADC is an ensemble average, $ADC = V_{EA} \times D_{EA} + V_{IA} \times D_{IA}$, where $V_{IA}$ and $V_{EA}$ are the volume fractions of intra and extra-axonal space respectively. When $D_{IA} \ll D_{EA}$, measured ADC is very close to $D_{EA} \times V_{EA}$.

This model named composite hindered and restricted (CHARMED) [135], resolved two physically meaningful components and circumvented the problem of resolving exchange times. For a homogeneous WM bundle, CHARMED requires a single hindered water pool (extra-axonal) and a uni-directionally restricted water pool (intra-axonal).
Avoiding exchange, parameters can be estimated with a single diffusion time measurement.

The beauty of CHARMED model lies in its exploitation of the cylindrical symmetry. The intra-axonal compartment naturally has cylindrical restrictions and it is reasonable to expect that extra-axonal water diffusion also follows cylindrical symmetry. Due to the underlying cylindricity, the displacement PDFs along the principle axis and the radial direction are independent. Similar to DTI measurements, linear independence between the parallel and perpendicular allows a diffusion weighted signal in any arbitrary direction to be estimated as function of the diffusion weighting in the parallel and perpendicular direction.

A brief pictorial summary of the CHARMED model can be found in Fig. 4.8.

Restricted diffusion in intra-axonal space has been reported for NAA diffusion [136], and for water diffusion in sciatic nerves [122], but it has not been explicitly observed in brain WM. Many attempts to quantify restrictions in brain WM have led to ambiguous results [137, 138]. Assaf and Cohen found evidence of restricted diffusion in bovine optic nerve and rat spinal cord but could not confirm so for rat brain WM [122]. It should be noted that axonal size in nerves and spinal cord is quite different from those in brain WM. A change in diameter could result in big changes in residence time of intra-axonal water. Clark and Le Bihan could not find any evidence of restrictions in human WM in vivo [119]. And in formalin fixed porcine nerves, the slow diffusion component showed non-Gaussian behavior only when $\Delta$ was less than 6 ms. [139]

The CHARMED model cleverly treats restricted intra-axonal diffusion as Gaussian. In this sense it is simply a Gaussian mixture model with added constraint that the two tensors have same principle axes (eigenvectors) but with different eigenvalues.

After CHARMED, many studies of non-Gaussian diffusion in WM have primarily focused on diffusion properties perpendicular to the fiber directions [140–145]. These studies implicitly treat layers of myelin as ultimate restrictive barriers and did not consider possible multi-compartmental nature of diffusion data that may be intrinsic to the WM. An extended version of CHARMED model that includes axonal diameter distribution is termed AXCALIBER [146, 147]. In order to estimate axonal diameter AXCALIBER also requires diffusion measurements at different diffusion times.

The CHARMED model can effectively describe decay curves obtained perpendicular to the fiber direction, it falls short in explaining non-monoexponential decays in the parallel direction. In the first paper on CHARMED, Assaf et al., reported noise contribution to be around 10% [133]. This is close to the contribution of the slow diffusion component of 14% that was reported by Assaf et al. [122].
CHARMED MODEL

Axons as long hollow cylinders

Diffusion-smoothed extra-axonal microstructures
Anisotropic Gaussian Compartments

\[ V_{EA} = \text{Volume fraction of extra-axonal water} \]
\[ D_{EA} = \text{Extra-axonal diffusion coefficient} \]

\[ V_{IA} = \text{Volume fractions of axonal water} \]
\[ D_{IA} = \text{Intraaxonal diffusion coefficient} \]

\[ \parallel: \text{Time independent Gaussian Diffusion} \]
\[ \perp: \text{Time dependent diffusion due to restriction} \]

CYLINDRICAL SYMMETRY

Due to cylindrical symmetry for both compartments,

\[ P(\vec{R}) = P_{\perp}(\vec{R}_{\perp})P_{\parallel}(\vec{R}_{\parallel}) \]

Diffusion weighted signal (E) at any angle to the major axis can be
expressed as a product of diffusion weighted signal parallel and perpendicular to it.

\[ E(q, \Delta) = E_{\parallel}(q_{\parallel}, \Delta)E_{\perp}(q_{\perp}, \Delta) \]

For Extra-Axonal diffusion, \( E(q, \Delta) = \exp \left(-4\pi^2 q^2 (\Delta - \delta/3) q^T D q \right) \)

For Axons,

\[ E_{\parallel}(q_{\parallel}, \Delta) = \exp(-4\pi^2 q^2 (\Delta - \delta/3) D_{\parallel}) \]
\[ E_{\perp}(q_{\perp}, \Delta) = \exp \left([-4\pi^2 R^4 q_{\perp}^2 D_{\perp} \tau] \left(2 - \frac{9\pi^2}{12 D_{\perp} \tau} \right) \right) \]

Figure 4.8: CHARMED

4.3.5 Other Models

In more recent years there has been a resurgence in finding a good fit to the diffusion decay curves. The challenge of effective and realistic modeling is underlined by a recent article [148] comparing 47 different models found in the literature. Most models considered are Gaussian mixture models where different diffusion compartments are individually treated as tensors. The difference between the models only lie in the constraints that are added. For example, a spherical component will be forced to have equal eigenvalues. A cylindrical compartment is required to have the two smaller eigenvalues.
to be the same. In the spirit of CHARMED modeling, the diffusion components can also be forced to have the same eigenstructure. Two tensors can also be forced to have one or more same eigenvalues.

4.3.6 Higher order models

Similar to the tensor, the kurtosis of the diffusion propagator can also be expressed as a tensor. The kurtosis tensor is a fourth order tensor, with only partial symmetries. It takes 21 parameters to describe such a tensor. Kurtosis tensors are recently gaining more use in DW-MR research. The detailed description of the kurtosis and higher order tensors can be found in Refs. [149] & [150]. The relationship between higher order parameters and the tissue structure is yet to be fully studied. The stretched exponential model also can be extended to allow a tensor of the stretched exponent.

Similar to what DTI is to ADC in one direction, any model of the signal in one direction can in principle be extended to its three dimensional version.

4.4 A slight detour

Here, I take the liberty to detour and divide the problem at hand from a philosophical standpoint. A scientific understanding of such complex systems requires the answer for three question.

- How to describe the signal?
- How universal is this description?
- What is the underlying basis of the signal behavior?

The first question is best answered mathematically. Given the current development in mathematics, any continuous curve can be explained with different mathematical forms. Many readily available fitting programs can fit any curve with the desired precision. Increasing the number of fit parameters can give better fit to the data. But increasing parameters makes them prone to fitting noise in the data, making them more unstable. A good mathematical model is the most parsimonious one among many that fit the data well.

The second question deals with how small changes in the measurement affects the description. A good model should be able to describe how small changes affect the data behavior. The change could be made both to the sample or to the measurement. When the mathematical model used to answer the first question has a physical background, the relationship between mathematical and physical parameters is relatively straightforward and the limits of the model could be analytically expected. But, the relationship gets more difficult to decrypt as the mathematical model gets further from physical reasoning.
The third question is more of a why question that tries to understand rather than explain\(^2\). A physical model would be very helpful to provide answers to how things work the way they do. Fortunately! scientific questions reemerge when the experimental finding surpasses previous understanding.

4.5 What is to be done?

Many measurements on WM over the last 3 decades point to three simple things.

1. Diffusion decay curves in WM are non-monoexponential.

2. The curves depend on the angle between the gradient and the fiber direction.

3. The decay curves are relatively stable for different diffusion times.

Given the multitude of different ways data have been previously analyzed, there does not seem to be a dearth of data analysis techniques. Until a completely new perspective on diffusive behavior in crowded microscopic environment is established\(^3\), our current understanding on diffusion behavior can be in one way or other expressed by the models and fitting techniques that are already in use.

It is perhaps even simpler and better to take a step back and try to understand diffusion decay curves in a single direction than to fit the data obtained from a three dimensional acquisition. Data fitting in single dimension is simpler, gives in to easier interpretation and its validity is easier to check.

The answer to the second question has been relatively unexplored. The dependence of the fitting parameters with variations in the experimental conditions, their stability of the fitting parameters or their instability thereof could inform us on the reliability of the assumptions. The experimental section in this thesis contains a series of measurements performed in this direction.

The last part of this thesis tries to provide an answer to the third question. Based on previous findings, biological understanding of the WM substructures, and the results from the experiments performed during the course of this these, I have discussed the relative importance of the observations and the most likely conclusions that could be drawn. The potential of using this new information in diffusion modeling, its impact in clinical and potential ways to further validate the results have been obtained.

\(^2\)An interesting philosophical discourse on the difference between explaining and understanding can be found in the book from George A. Wright (1971)

\(^3\)Some interesting developments on water mobility near hydrophilic molecules can be found in the review by Gerald Pollack,[151, 152]. An interesting breakthrough research in trapped water has been performed by Naguib et al. [153] They trapped water in 2-5-nm-diameter channels of closed multi-walled carbon nanotubes. Transmission electron microscopy revealed disordered gas/liquid interfaces with greatly retarded water mobility compared to bulk. Future advances on structure of confined might lead way to new ways to look at water diffusion.
Chapter 5

Temperature Dependence of WM Diffusion at Very Short Time

\textit{Data! Data! Data! I can’t make bricks without clay!} ¹

5.1 Introduction

Diffusion-weighted MR (DW-MR) has shown great promise in characterizing WM; nevertheless, understanding of the biophysical characteristics of water diffusion in WM has been elusive. Diffusional decay curves in WM has been shown to be non-monoexponential, and various models have been put forth to explain the relationship between water mobility and the signal obtained \cite{118, 119, 122, 154, 155}. Most models involve cylindrical restriction for intraxonal water in the direction perpendicular to the main fiber orientation and hindrances for extra-axonal water \cite{133, 147, 156}. In a recent paper, \textcite{82} Le Bihan has assigned a slowly diffusing pool to the water close to the membranes that form hydration layers. The challenge of effective and realistic modeling is underlined by a recent article \cite{148} comparing 47 different models found in the literature.

Lately, many studies of non-Gaussian diffusion in WM have primarily focused on diffusion properties perpendicular to the fiber directions \cite{140–145}. While methods involving measurements perpendicular to the fiber direction have claimed success in estimating axonal diameters, these studies have implicitly treated layers of myelin as ultimate restrictive barriers and did not consider possible multi-compartmental nature of diffusion data that may be intrinsic to the WM.

An unexplored area related to WM diffusivity is its temperature dependence. For large temperature ranges, the temperature dependence of water diffusivity (in pure water) has been reported to fit a with Speedy-Angell power-law \cite{157}. However, at temperatures near 0 °C, the temperature dependence of water can be approximated by an Arrhenius

¹ Sir Arthur Conan Doyle, The Adventure of the Copper Beeches
Short Time Measurements

\[ D(T) = D_0 e^{(-\frac{E_a}{RT})} \] (5.1)

where \( E_a \) is the activation energy of apparent diffusion coefficient \( D(T) \), \( D_0 \) is the prefactor, \( R \) the universal gas constant, and \( T \) the temperature in Kelvin. For bulk water, \( E_a \) has been reported to be approximately between 18.8 kJ/mol and 19.2 kJ/mol at room temperature [158, 159].

In tissues containing multiple water pools, measuring diffusion decay against temperature could shed light on the respective environment of the water pools and their interaction. If exchange plays a significant role, according to Kärger’s equation [34, 35], the apparent volume fractions of the pools should also change with temperature. The activation energies of different water pools should also provide more insight into the environment they reside in.

In brain WM, layers of compact myelin wrapped by oligodendrocytes around the axon form a unique cellular structure deprived of cytoplasm, in which a small fraction of the water described as ‘myelin water’ resides in thin layers (\( \approx 2 \) nm thick [88]) between apposed membranes held tightly together by a regular pattern of myelin basic proteins (MBP) and proteolipid proteins (PLP). The confinement of myelin water in such narrow environments is expected to result in a depression of the freezing point [160–162].

To better understand the multi-exponential decay of diffusion data, this study measured diffusion with very high b-factors yet at short diffusion time (\( \Delta \)) and echo time (TE). A short \( \Delta \) avoids confounding of the signal with exchange between different pools while a short TE reduces improper estimation of the volume fraction due to potential differences in spin-spin relaxation times (\( T_2 \)) of different diffusing pools. To circumvent restriction effects associated with layers of myelin, measurements were performed parallel to the fiber orientation. Measurements were also repeated at different temperatures allowing the estimation of the activation energies of water diffusion for different water pools.

5.2 Methods

Sample Preparation: Freshly cut pig brains were acquired from a local slaughterhouse within minutes of sacrifice and immersed in phosphate buffered solution (PBS), adjusted to a pH of 7.4. During transportation, the temperature was maintained between 0 and 4 °C. At the laboratory, a small cylindrical piece of corpus callosum was dissected (4 mm diameter, 4 mm height), excess PBS was lightly soaked up with cotton and the sample was placed in an NMR tube. To maintain humidity, the tube was closed with a small piece of cotton soaked in PBS and sealed with wax. The sample was placed in the tube such that the callosal fibers were aligned with the main magnetic field and
the gradient direction of the spectrometer. All measurements were completed within 9 hours of the slaughter of the animal.

**Data Acquisition:** All NMR data were acquired using a homebuilt FEGRIS-NT 125 MHz spectrometer equipped with a unidirectional ultra-high-intensity magnetic field gradient system that has a peak gradient strength of 35 T/m parallel to the main magnetic field [163, 164]. The temperature of the sample in the bore was controlled using a stream of gaseous nitrogen evaporated from a liquid reservoir and a built-in heater/thermometer regulation system. The initial system temperature was set to 19 °C. All the pre-measurement steps such as tuning, matching, resonance frequency setting, and determining the optimal pulse durations were performed at this initial temperature.

FID were measured with an initial dead time of 125 µs and intervals of 5 µs between successive data points. Following the FID, two sets of Carr-Purcell-Meiboom-Gill (CPMG) [23, 165] measurements were also obtained. The first CPMG set had echo intervals at 0.3 ms, and the second had echo intervals at 2.4 ms. To avoid sample heating due to the radiofrequency pulses, the echo trains were limited to a total of 128 echoes and a repetition time (TR) of 5 s.

Diffusion measurements were performed using a Stejskal-Tanner pulsed gradient spin echo (PGSE) [25] combined with a small readout gradient [164]. Diffusion gradient duration (δ), Δ, TE were kept very short at 0.5 ms, 2 ms, and 4 ms respectively. Gradient pulses were linearly incremented from 0.05 T/m to 31.05 T/m in 32 steps. The temperature was lowered by 1 °C at each step and the FID was recorded in intervals of 30 s until its signal intensity did not change anymore. Once in equilibrium, an FID and two CPMG decay curves were measured at each temperature. Diffusion measurements were repeated only at 19, 14, 9, 4, 1, −4, −9, and −14 °C respectively.

**Data Analysis:** Data analysis was performed using a code written in Matlab® (MathWorks, Natick, MA, USA). Since the solid-state NMR signal of ice is not detected in the FID signal at 125 µs, an average of 4 initial data points from the FID was taken as a proxy for liquid water. Fraction of ‘unfrozen’ water at freezing transition was calculated as the ratio between signal intensity immediately before and after the freezing transition.

The diffusion data were Fourier transformed to obtain one-dimensional profiles. To avoid influences of sample edges on the echo amplitude, the mean obtained from the central plateau of these one-dimensional profiles were taken as the echo amplitude for each b-factor. During post-processing, four data points with maximum b-factors were found to be excessively affected by echo shifting and were excluded from the analysis. The system could have corrected for such echo-time shifts [164], but requires twice the number of acquisitions. To avoid measurements at long postmortem delays, the procedure was not followed. The maximum b-value used was then 18.8 ms/µm².

For temperatures above the freezing transition, both CPMG and diffusion decay curves were obviously non-monoexponential. To identify number of water pools, an inverse
Laplace transform (ILT) was performed for the diffusional decay curves and for the CPMG echo trains with a longer echo interval of 2.4 ms. This involved a regularized non-negative least squares algorithm [166, 167] that minimizes the sum of residuals squared and a regularization function (finite difference approximation of the second derivative of the signal) weighted by a smoothing parameter. For the ILT of CPMG data, a grid of 64 $T_2$ values was logarithmically spaced between 2.4 and 460 ms. For the diffusion data, 24 diffusion coefficients were logarithmically spaced between 0.0053 and 2.71 $\mu m^2/\text{ms}$. After ILT, both CPMG and diffusion spectra revealed two major pools.

The data were normalized and fitted to a biexponential decay with a Levenberg-Marquardt non-linear least-squares algorithm that yielded two coefficients and their volume fractions. Diffusion measurements taken close to the freezing transition temperature at $-9^\circ\text{C}$, showed unstable fits and were not further analyzed. To obtain activation energies of the two water pools, natural logarithms of the diffusion coefficients were plotted against inverse temperature and fitted to the Arrhenius equation. The consistency of the results at each temperature suggests that the sample had not undergone any further decomposition during the measurement time.

For the unfrozen water pool that remained ‘liquid’ below the freezing transition temperature, both CPMG and diffusion data could be sufficiently described with a single exponential decay. Since the relaxation in this pool was very fast, a CPMG train with a shorter echo interval of 0.3 ms was used to estimate $T_2$. Both the relaxation and diffusional decay curves were fitted to a monoexponential decay function using the Levenberg-Marquardt algorithm.

### 5.3 Results

The unfrozen water fraction ranged between 13.5 and 15.0% in all samples (FID data, Fig. ??). Above the freezing transition, the signal increased slightly with decreasing temperature, reflecting an inverse relationship between equilibrium magnetization and temperature. Below the freezing transition, as more molecules froze with decreasing temperature, the signal kept decreasing steadily. Such information could potentially be used to measure the pore size distribution, but this is beyond the scope of this study.

Immediately after the freezing transition, $T_2$ of the unfrozen water pool had a wide range between 8 and 16 ms for the four samples. A single diffusion measurement for this pool at -14 $^\circ\text{C}$ that was fitted to a monoexponential decay resulted in diffusion coefficient ranging between 0.016 and 0.028 $\mu m^2/\text{ms}$.

Figure 5.1 is a representative normalized color map of the $T_2$ distribution obtained after ILT of the CPMG decay curves at different temperatures. While the longer $T_2$ component, $T_{2l}$, increased with decreasing temperature, a trend was not observed for the shorter component, $T_{2s}$; probably owing to the difficulty in estimating the latter. The
Figure 5.1: Distribution of $T_2$ relaxation times for temperatures above the freezing transition obtained after inverse Laplace transform of the individual CPMG decay curves at each temperature. The data is only shown for one sample. While a trend is observed for the long $T_2$ component, no such trend is apparent for the short $T_2$ component.

$T_2$ time constants deduced from biexponential fits also retained this trend. Figure 5.2 shows the temperature dependence of the $T_2$ values for the two components obtained with biexponential fits. The volume fraction for $T_{2s}$ was estimated to be $19.2 \pm 0.1\%$ for all samples and all temperatures before the freezing transition.

Inverse Laplace transform of the diffusion data also revealed bi-modal peaks that suggested two major components. Figure 5.3 shows distribution of diffusion coefficients at different temperatures for all four samples. Both the faster diffusing component, $D_f$, and the slower diffusing component, $D_s$, decreased with temperature. A biexponential fit, consistent with two water pools with different diffusion characteristics was sufficient to model the data. Assuming negligible exchange between the two pools, at $19\, ^\circ \text{C}$ and 2 ms diffusion time, the fast pool is found to have a diffusion coefficient of $0.59\, \mu \text{m}^2/\text{ms}$ corresponding to a diffusion length, $l_D = \sqrt{2D\Delta}$, of around $1.54\, \mu \text{m}$ and for the slower pool, a diffusion coefficient of $0.05\, \mu \text{m}^2/\text{ms}$ had a diffusion length of $0.45\, \mu \text{m}$.

Figure 5.4 is the Arrhenius plot of the two diffusing pools. The activation energies
Figure 5.2: $T_2$ relaxation times against temperature for the short (open symbols) and long (solid symbols) components obtained from a biexponential fit of the CPMG decay curves. Different symbols represent measurements in different samples.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$D_f$ (µm²/ms)</th>
<th>$D_s$ (µm²/ms)</th>
<th>$V_f$ (%)</th>
<th>$E_a$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>61 ± 5</td>
<td>5 ± 0.3</td>
<td>54 ± 4</td>
<td>13.9</td>
</tr>
<tr>
<td>14</td>
<td>54 ± 3</td>
<td>5 ± 0.6</td>
<td>50 ± 4</td>
<td>54 ± 3</td>
</tr>
<tr>
<td>9</td>
<td>45 ± 3</td>
<td>5 ± 0.2</td>
<td>45 ± 3</td>
<td>42 ± 3</td>
</tr>
<tr>
<td>4</td>
<td>42 ± 3</td>
<td>4 ± 0.4</td>
<td>42 ± 3</td>
<td>37 ± 3</td>
</tr>
<tr>
<td>-1</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
</tr>
<tr>
<td>-4</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
<td>4 ± 0.4</td>
</tr>
<tr>
<td>8</td>
<td>51 ± 3</td>
<td>52 ± 4</td>
<td>52 ± 4</td>
<td>54 ± 3</td>
</tr>
</tbody>
</table>

Table 5.1: ADC at different temperatures obtained from all the samples. $D_f$ and $D_s$ are the apparent diffusion coefficients of the fast and the slow components. $V_f$ is the volume fraction (in %) of the fast component. The last column shows the activation energy of diffusion for the two pools. The units are in $10^{-2}$ µm²/ms for the diffusion coefficients and in kJ/mol for the activation energy.

For fast and slow diffusion pools were found to be 13.9 and 8.3 kJ/mol respectively. Extrapolation of the results for the two pools to human body temperature 37 °C produced diffusion coefficients of 0.84 µm²/ms for the fast pool and 0.06 µm²/ms for the slow pool. Table 5.1 summarizes the results from the diffusion measurements.
Figure 5.3: Distribution of diffusion coefficients obtained by inverse Laplace transform of the diffusional decay curves for all four samples. Both the fast and slow pool show increased diffusion with increasing temperature. In this figure, for consistency, data from all the four samples and different temperatures were analyzed using same regularizer. This has caused some discrepancy in sample 3 for some temperatures. Standard ILT practices tend to choose the appropriate regularizer for each data set.

5.4 Discussion

The thin layers of myelin water trapped in myelin lamellae are typically in the order of a few nm. It is likely that water molecules trapped between these layers experiences a freezing point depression [168]. Most of the signal remaining after the freezing transition can be attributed to the water residing between layers of myelin. The unfrozen water’s volume fraction around 14% and its $T_2$ around 12 ms is close to values estimated for the shorter $T_2$ component before the freezing transition. The shorter $T_2$ component was found to be around 20 ms with a volume fraction of about 20%. This small water fraction with short relaxation times has been widely considered to be myelin water fraction [169, 170]. Close match between the unfrozen water fraction and the shorter $T_2$ pool strongly suggests that most of the short $T_2$ signal arises from water inside the myelin layers. To our knowledge this is the first time that the contribution of myelinated layers to the shorter $T_2$ have been established using a complementary physical technique.

While the shorter $T_2$ component attributed to myelin water fraction showed very little
Figure 5.4: Arrhenius plot: Plot of the natural log of the fast (filled symbols) and slow (open symbols) diffusion coefficients against inverse temperature. Different symbols represent measurements in different samples. The lines are linear fits for the two components. Activation energies of diffusion were estimated to be 13.86 kJ/mol and 8.26 kJ/mol for the fast and the slow pool respectively.

dependence on temperature, the longer $T_2$ seems to decrease with increasing temperature. In muscles, a similar weak negative dependence has been previously attributed to hydrogen exchange between water and proteins [171]. A weakly negative dependence of $T_2$ on temperature could also arise from the molecular motion in a heterogeneous medium. Increased diffusion at higher temperatures could have resulted in stronger contribution from internal gradients to reduced measured $T_2$.

Due to the short TE of 4 ms employed, myelin water also contributed to the PGSE signal. For $T_2$ of 20 ms, myelin water still retains 80% of its signal at this echo time contribution 16% to the total PGSE signal. The ADC of the unfrozen myelin water at -14 °C was found to be around 0.025 $\mu$m$^2$/ms suggesting that the myelin water contributes to the slow water pool.

The water dynamics is largely determined by hydrogen bond networks. Most of the myelin water is hydration water, but are relatively isolated from water in the rest of the WM [172]. Ordering of water is to be expected in water molecules close to a phospholipids which are contained in the myelin sheath [52]. Water molecules close to hydration
layers of the membranes are known to have retarded translation properties compared to water in bulk [173]. Furthermore, the presence of MBP and PLP also provide steric hindrances to water diffusion pathways. It has also been shown that water molecules bound to the bilayers have a decreased hydrogen bonding strength [52]. Magnetic field dependent $T_1$ study of unfrozen water fraction in mouse tissue also reported a decrease in activation energy for bound water [174]. The activation energy of the slow pool is close to the average energy required to break a hydrogen bond in a locally structured domain [175] which is similar to the latent heat of melting that breaks about 10% of the hydrogen bonds [176]. A drop in activation energy suggests some sort of local ordering of the water molecules. In light of these results, we maintain that the myelin water is part of slow diffusing pool and has a lowered activation due to its association to the hydration layers of the membranes (or compacting proteins MPB and PLP). A recent explanation by Le Bihan [82] assigns fast and slow diffusion pools to bulk water, and water found near the surface of the membranes respectively.

Myelin water contribution to the PGSE signal is only around 16% ($T_2 = 20$ ms, $TE = 4$ ms, Myelin Fraction = 20%). It does not account for all of the slow water pool found in the diffusion decay curves. Many studies, performed with longer echo times and thus very little myelin water contribution, have also reported similar multi-exponential decay [154, 155, 177]. ILT showed that the distribution of the ADCs was clearly bimodal. This is a strong indication that the diffusion decay curve did not quite originate from water molecules residing in a distribution of similar environments (as would be when they come from cell of different sizes).

Restrictions, in principle, could give rise to a non-monoexponential signal decay that need not necessarily resemble a biexponential decay. Restriction effects can be conveniently described in terms of free diffusion regime, motional narrowing regime, and localization regime depending on the dephasing length, the diffusion length and the average distance between restrictive barriers [40, 42, 43]. In the free diffusion regime, diffusing particles are not to experience boundary effects; in this case, observation of a biexponential decay simply suggests the existence of two water pools with differing diffusivities. In the motional averaging regime, boundaries are considered to be so close to each other that an increase in true diffusivity due to an increase in temperature leads to an apparent decrease in the measured diffusion coefficient [40]. For our measurements, the motional narrowing regime would translate to increasing diffusion coefficients with decreasing temperature. We can thus effectively rule out the motional narrowing regime.

This leaves us with the localization regime. In this regime, Hürlimann et. al [43] for one-dimensional parallel plates and by Milne and Conradi [178] for cylindrical tubes, showed deviations from monoexponential decay. As discussed in section 3.6.3 this occurs when the dephasing length $\left( \frac{D_0}{\gamma g} \right)^{1/3}$ is smaller than the diffusion length $\sqrt{D_0 \delta}$. With decreasing temperature, intrinsic diffusivity of the water molecules decreases, thus
changing the ratio between the dephasing length and the diffusion length. Such change should have shown a corresponding changing in volume fractions with temperature [179]. However, this was not observed. While some interesting combinations of geometry and pore size might be proposed to explain our data, it is generally accepted that diffusion of water parallel to the fiber direction remains unchanged for long diffusion times. Therefore, it is unlikely that a restriction effect alone could account for the deviation from monoexponential decay observed in our measurements.

Axons, oligodendrocytes and astrocytes are proliferated with many microtubules, neurofilaments and microfilaments. Microtubules are essentially cylindrical tubes that are about 25 nm in diameter, with a packing density of around $70/\mu m^2$ and can extend up to hundreds of micrometers in length, in a dynamic process of growth and shrinkage used for motion along the axon [180, 181]. These tubular structures are all aligned parallel to the axons primary axis and are highly anisotropic. Almost a third of the water population inside the microtubules is hydration water. Furthermore, recent studies show that the lumen of the axonal microtubules are filled with particles about 6 nm in size and separated at an average distance of 15 nm [78, 79]. The microtubules are very anisotropic: at the timescales probed by our diffusion times, exchange between water molecules in these structures and the water outside the tubules is limited. The water in these tubules are not bound water like in myelin - the rotational mobility and the corresponding $T_2$ could be similar to water elsewhere, but the presence of large fraction of hydration water and hindering particles could drastically reduce the mobility of water inside the tubular lumen. The water in the tubules could exhibit a slower diffusion that is grouped to the diffusion of myelin water while their $T_2$ is not distinguishable from the fast diffusing pool. It has also been reported that a decrease in microtubules due to introduction of methylmercury accompanies an increases in the diffusion of water along the fiber direction [77]. Microtubules in the axons are oriented along the fiber axis, along direction of the processes in glial processes and randomly in the glial cell body. Microtubules perhaps contribute around 5% to the overall signal and water trapped in tubular bodies and cell organelles could perhaps account for some 10% of the signal, but this clearly is not enough to account for the volume fraction of slow water found in this study.

A major fraction of the WM volume consists of glial cells and their processes. The glial cell bodies are quite large and the water molecules in there should show more or less fast isotropic diffusion. The glial processes are more or less randomly oriented and occupy a significant volume fraction of the WM. A recent study in optic nerves of guinea pigs report that about 20% of the volume is occupied by the glial processes [83]. The cytoskeleton of these processes is also aligned with the process orientation. Like axons, water diffusion in these processes should be anisotropic. At such short times probed by this study, very little exchange between the processes and the outside can
be expected. The diffusion decay curves in such isotropically distributed anisotropic tubes is also non-monoexponential [97] and can very well be fitted by a biexponential. As seen in Eq. 4.2, if ADC is to be calculated from high b-values, the estimated ADC is b-value dependent giving \( \text{ADC}(b) = D_\perp + \frac{1}{2b} \). Assuming that the diffusivity along the processes is same as the diffusivity of intraaxonal water (0.6 \( \mu m^2/\text{ms} \)), the signal from all b-values greater than 8 ms/\( \mu m^2 \) will contribute to the non-monoexponential tail. Since the processes are mostly narrower than 0.5 \( \mu m \) [98], \( D_\perp \) can be ignored. In this case the ADC of the ‘slow’ component will be between \( 1/(2 \times 8) \) and \( 1/(2 \times 18.8) \).

The slow component measured in this study lies well within this range. An interesting aspect about this pseudo ‘slow’ component due to the three dimensional distribution of glial processes is that it depends only on the b-value and is therefore independent of the temperature. This would effectively result in a zero activation energy. Inclusion of this factor in the slow component has perhaps underestimated the activation energy for other components that also contributed to the slow pool.

5.5 Conclusion

Our observation at a short diffusion time of 2 ms provide clear evidence of two distinct pools of mobile water within ex-vivo WM, with activation energies differing by 50%, and volume fractions that are independent of temperature. This implies that the non-monoexponential diffusion signal indeed arises from separate water compartments, and is not merely an effect of restriction within a single compartment by cell membranes.

Models that attribute non-monoexponentiality to restrictions assume that all water molecules reside in more or less similar environments. Distinction should be made between restriction and hindrances: restricted water is confined within a structure whereas for hindered water boundaries only contribute to effect an overall reduction in mobility. In all biological tissues, water diffuses more slowly than in pure water, and can be considered hindered. As in all studies using biological tissues, both the fast and slow diffusion pools observed in this study were definitely hindered.

Biexponential fits of the diffusion data revealed two diffusion coefficients that were an order of magnitude apart. The activation energies of the fast and slow pools were different from each other by as much as 50%. However, the volume fractions of the two pools did not depend on temperatures. Invariance of the volume fractions on temperature implied minimal exchange between the two water pools. The observation of two distinct pools of mobile water with different activation energies, but consistent volume fractions at different temperature suggests that the non-monoexponential signal decay to originate from water pools experiencing different environments.

Myelin water is readily distinguished due to its short \( T_2 \). It also diffusion slowly. But, there seems to be another pool of water that has slow diffusion properties but its \( T_2 \) is
not distinguishable from the fast pool. Together with values reported from the literature our results suggest that the slow diffusion pool arises from two water pools (i) water molecules that are in exchange with the water in the layers of hydrated water close to the cytoskeletal structures like microtubules and in the membranes like myelin sheath and (ii) a non-monoexponential component due to three dimensional distribution of glial processes. The rest of the axonal water and water inside glial cell bodies contribute to the fast pool.

Note

It would have been nice to be able to perform similar measurements perpendicular to the fiber direction. However, when the sample was aligned perpendicular to the main magnetic field, the difference between the long and short time CPMG train was significant, suggesting strong internal gradients due to susceptibility differences within the sample. A strong TE dependence could also be seen in the diffusion decay curve at high b-values. Bipolar PGSE sequence with gradients of alternating polarity could be used to mitigate these effects but that did not seems to simplify the understanding of the decay curves.
Chapter 6

Diffusion Measurements \textit{in vivo}

Introduction

Self-diffusion of water in the WM varies considerably depending on its orientation [101], location [182], maturity [183–185], pathology [186–188], and death [189]. However, limited SNR along with a poor understanding of the underlying origin of non-monoexponential diffusion decay has severely handicapped high b-factor DWI and rendered it as an unfavored probing mechanism in clinic as well as in research.

A good \textit{in vivo} imaging needs to provide adequate spatial resolution and also higher SNR. The human brain is extremely compact. Structures that are functionally and anatomically distinct are present within close proximity. High spatial resolution is a necessity to distinguish between those sub-structures. Sensitive models also need high SNR to obtain robust parameters. A high field strength, along with stronger field gradients and better RF coils help to achieve these requirements. The physical basis of non-monoexponential diffusional decay in human brain is not yet fully understood; availability of reliable, high resolution, \textit{in vivo} data would be a major boost for such an endeavor.

This chapter details the experiments performed in human brain \textit{in vivo}. The edge here rests primarily upon the availability of a 7 Tesla whole body human scanner equipped with a 70 mT/m gradient system. This is a huge advantage compared to a 3 T system with 40 mT/m gradients. Although the basics of DWI remains the same, general technical and safety considerations vary considerably at higher field strengths.

The first section of this chapter briefly outlines different issues that need to be addressed at high fields and briefly explains the experimental setup. The second part is a compilation of reports on different diffusion measurements mostly performed in a chronological order. Any issues that had not been necessary to consider during the initial experimental design but was later addressed is described as it appears and is implemented for subsequent measurements.
6.1 Experimental Design

The increase in field strength of clinical scanners and the corresponding improvement in SNR have led to considerable advances in the quality and spatial resolution of in vivo DWI of the brain. DWI provides quantitative maps of ADC and reveals orientational structure in anisotropic tissue such as brain WM. At high b-factors diffusional decay curves deviate from monoexponential behavior [120, 122, 184] and promise to provide further information on the tissue micro-structure [132, 190]. DWI at high b-factor has also been reported to be sensitive in characterizing pathological conditions such as brain tumors and Alzheimer’s disease [187, 188].

For high b-factor DWI, application of diffusion gradients selectively attenuates signal intensity, and much of the useful orientational information arises from data with high diffusion gradients. However, due to exponential nature of diffusional decay curves, high b-factor DWI intrinsically requires high SNR and consequently its applications have been relatively rare. Nonetheless, to understand non-monoexponential nature of diffusional decay of MRI signal in brain tissue and to benefit from its application is a long-sought-after goal. Given the current technological state, a prudent choice of parameters for acquisition and data analysis would assist in achieving this goal. DWI should benefit from the higher SNR available at ultra-high fields, however, higher fields are also associated with higher inhomogeneities, high specific absorption rate (SAR) and shorter $T_2$ relaxation that need to be properly considered before designing any such measurement protocol.

The most common DWI sequence for clinical scans is the twice-refocused spin echo EPI (TrSE-EPI) developed by Reese et al. [191]. TrSE-EPI has been very widely used for its ability to compensate intrinsically for the effects of eddy currents. This technique, first proposed in the context of perfusion imaging by Feinberg and Jakab [192], employs four gradient lobes such that at the end of the fourth lobe the eddy currents generated by each of these gradients cancel each other. However, TrSE-EPI employs two 180° refocusing pulses, which at ultra-high fields contribute significantly to RF power deposition (SAR) and seriously limit in vivo measurements. Applying two refocusing pulses also exacerbates the non-uniformity in the image intensity related to the inhomogeneity in the RF field.

At higher field strengths, the short $T_2$ in brain WM is also a major concern for DWI [193, 194]. Application of the long duration diffusion sensitizing gradients needed to achieve high b-factor DWI results in a major loss of SNR to $T_2$ relaxation. Gain in intrinsic SNR from using a 7 Tesla system as compared to a 3 Tesla system with otherwise identical noise level is approximately 7/3. Any spin echo based imaging sequence
would therefore benefit at 7 T only at short TE times where

\[ TE < \ln \left( \frac{3}{7} \right) \frac{T_2(7T) \times T_2(3T)}{T_2(7T) - T_2(3T)} \] (6.1)

Given that the \( T_2 \) for brain white matter is around 90 ms at 3 T and 50 ms at 7 T, 7 T can only maintain its advantage when TE is shorter than 90 ms. For high b-factor spin-echo DWI acquisitions with long echo times (TE) signal loss due to the faster \( T_2 \) relaxation at higher field strengths outweighs the signal gain due to higher intrinsic SNR.

Fortunately, the spin lattice relaxation (\( T_1 \)) in brain tissue increases with increasing field strength. The decreased \( T_2 \) along with an increased \( T_1 \) suggests that using stimulated echoes for diffusion preparation could be well suited for high field, high b-factor DWI [195].

A stimulated echo requires three radio-frequency (RF) 90° pulses - the signal arises from one-half of the diffusion-labeled magnetization that is stored in the longitudinal axis during the time interval \( T_M \) between the second and third pulse. During \( T_M \), the magnetization undergoes longitudinal (\( T_1 \)) relaxation, allowing long diffusion times and high b-values to be achieved with minimal signal loss to \( T_2 \) relaxation. The stimulated echo has long been used in MR imaging to exploit the T1 dependence of the signal. Since the diffusion-labeled magnetization is stored in the z-direction during the time \( T_M \), it undergoes slow longitudinal T1 relaxation, allowing very long diffusion times and high b-values to be achieved with minimal signal loss due to transverse relaxation. Although STEAM utilizes only half of the intrinsically available signal, for long \( \Delta \) measurements stimulated echo setup is more effective than losing most of the signal to rapid transverse relaxation. When \( T_1 \gg T_2 \), inspire losing half the magnetization, use of longer diffusion times to achieve the desired b-value is more effective than losing most of the signal to rapid transverse relaxation.

Diffusion weighted stimulated echo acquisition mode (DW-STEAM) also allows measurements at very long diffusion times. As mentioned before, compared to the spectrometer used in ex vivo study, human scanners are equipped with very weak gradients and therefore, for in vivo studies pushing the limits with long diffusion time measurements could allow valuable insights.

For fast data acquisition, EPI was chosen as the preferred k-space sampling method. High field strength, high b-factor, long diffusion time DWI was achieved using diffusion weighted stimulated echo acquisition mode echo-planar imaging (DW-STEAM-EPI).

6.1.1 STEAM sequence

Fig.6.1 shows standard schematic for stimulated echo diffusion weighted acquisition. The first row shows three RF pulses needed for a stimulated echo formation. The second row shows slice selection gradients and their rephasing gradients for the three RF pulses.
Figure 6.1: Schematic of STEAM pulse sequence. The first line shows RF pulse, the signal and echo time. The second line shows the gradients for the slice selection. The third line shows the diffusion gradient length $\delta$ during the $T_2$ decay time and the homogeneity spoiling gradient ($\delta_2$) during $T_1$ decay time. To save on TE and signal loss due to $T_2$ relaxation, when the diffusion gradients are strong, the crusher gradients (shaded yellow) are redundant and can be removed.

and the third row shows the diffusion gradients along with the crusher gradients (shaded yellow) and the homogeneity spoiling gradient (shaded green). The stimulated echo is formed when the second $90_x$ pulse applied after time TE/2 rotates the $y$-component of the magnetization into $z$-axis and is subsequently recalled using the third pulse. The echo is formed at time TE/2 after the third pulse. Between second and third pulse, the spins are in the longitudinally polarized state and only undergo $T_1$ relaxation. However, since the second $90_x$ pulse leaves $x$-magnetization in the transverse plane, the stimulated echo accounts for one-half of the total magnetization. The remaining $x$-component can give rise to spin echoes; primary echo (between first and second pulse) and secondary echo (between second and third pulse) that can interfere with the stimulated echo. The homogeneity-spoiling gradients applied between second and third pulse (shaded green) can kill the unwanted transverse magnetization while the longitudinal magnetization remains unaffected. Similarly crusher gradients (shaded yellow) are used to kill unwanted interference from the FID due to the third $90_x$ pulse.
6.1.1.1 Modification to the STEAM-EPI

The following modifications were performed in STEAM-EPI procedure to fit measurement in 7 T system.

**Crusher Gradients** The minimum gradient integral for crusher gradient is determined by the length of the acquisition volume in the direction of the crusher gradients. It is required that no signal should remain if the data is acquired immediately after the crusher. The phase difference, $\Delta \phi$, between the initial and final position of the spins is

$$\Delta \phi = (\gamma G t_c) l$$

where $(\gamma G t_c)$ is the gradient integral, $l$ is the length of the acquisition volume, $\gamma$ is the gyromagnetic ratio, $G$ is the gradient amplitude and $t_c$ is the effective duration of the crusher gradients. In a 2D slice-by-slice acquisition, the effective length in read or phase direction is around 20 cm (size or human head) compared to 2 mm in the slice direction (slice thickness). To dephase signal from a 2 mm length it is enough to have a crusher gradient integral of $4000 \pi \text{Hz}$ but only 100 times smaller for 20 cm. When $\Delta$ is 2 s it translates to a b-value of 0.3 ms/µm$^2$. This requires stimulated echo diffusion acquisition to have a minimum b-value that is proportional to $\Delta$ employed. If the crusher is applied in read or phase direction, the same effect can be achieved with very small contribution to the diffusion weighting.

In the presence of diffusion gradients that satisfy the required gradient integral criteria, the crusher gradients are redundant and can be done away with. This principle has been applied in sequence design, the crusher gradients and the diffusion gradients have been combined into one making sure that the minimum b-value requirement is always satisfied.

**Slice Selection Gradients** The slice selection gradients are useful for imaging and can be employed in any direction to effectively select a volume of interest. Turner et al. used STEAM-EPI for inner volume imaging to improve resolution and homogeneity in an EPI slice [196]. Fig. 6.1 shows that the slice selection gradient for the first RF pulse has its polarity reversed relative to the later pulses. This is akin to the slice selective gradient reversal method that is used to suppress unwanted chemical species in spin echoes [197, 198]. Reversing polarity between gradient pulses ensures that the through-plane chemical shift is in opposite directions for the two pulses so that the spatial profile of the two pulses are the mirror image of each other around the measurement slice. The unwanted chemical species that have a slight chemical shift relative to water proton resonance frequency only receive either of the RF pulses and cannot follow the same coherence pathway as the water protons. For in vivo brain imaging this technique is mostly used to suppress fat with a chemical offset of 2.2 ppm. Fat suppression using
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gradient reversal can save us from using spectrally selective RF pulse as a preparatory step for fat suppression. For in vivo imaging at high fields, spectrally selective pulses impose additional SAR load and are better to be done away with.

Eddy current compensation  Application of strong gradient also produce a lagging eddy current response with opposite polarity to the applied gradients. Considering eddy current decay as exponential and isotropic for gradients in all directions, we can write the residual eddy current after the final gradient waveform as

\[ I_e = I_0 \left( 1 - e^{-\lambda \delta} - e^{-\lambda (\delta + d)} + e^{-\lambda (\delta + d + \delta_2)} + e^{-\lambda \Delta} - e^{-\lambda (\Delta + \delta)} \right) \]  

(6.3)

where \( I_e \) is the final eddy current, \( \delta \) is the duration of the diffusion weighting gradients, \( \lambda \) is the eddy current decay constant and \( d \) is the distance from the end of the homogeneity spoiling gradient to the beginning of second diffusion gradient that can be fixed beforehand. \( I_e \) is effectively nulled if

\[ \delta_2 = \frac{1}{\lambda} \ln \left[ \frac{e^{-\lambda (\delta + d)}}{e^{-\lambda d} + e^{-\lambda (\delta + d)} - e^{-\lambda \Delta} + e^{-\lambda (\Delta + \delta)}} \right] \]  

(6.4)

For practical values of \( \lambda \), each \( \delta \) is associated with a unique \( \delta_1 \). As seen from the sequence diagram, the eddy current compensating gradient is played out during the TM time for the stimulated echo, and thus does not affect phases of the spins forming the stimulated echo. It therefore does not contribute towards diffusion weighting. Similar eddy current compensation method for stimulated echo has been previously used by Steidle and Schick [199] where they split the spoiler gradient into two parts. In phantom, the best images were obtained when \( \lambda = 32 \, \text{ms} \) was used. However, the difference between different values of \( \lambda \) was quite subtle.

B-value  The gradient scheme used for diffusion weighting in STEAM-EPI is similar to that used in Stejskal-Tanner spin echo preparation: gradient duration (\( \delta \)) and the diffusion time (\( \Delta \)) can be precisely defined. Considering trapezoidal gradients, we have

\[ \Delta = \delta + \epsilon + TM + Rt \]  

(6.5)

where \( \epsilon \) is the ramp time for the trapezoidal gradients and \( Rt \) is the time required for the RF pulse [200]. The b-value can be defined as

\[ b = \gamma^2 G^2 \left\{ \frac{2 \delta^3}{3} + \delta^2 (TM) + \delta^2 (Rt) + \delta^2 \epsilon - \frac{\delta \epsilon^2}{6} + \frac{\epsilon^3}{30} \right\} \]  

(6.6)
6.1.2 Data Acquisition

The RF coil used for signal detection is a 24 channel phased array receive coil with volume excitation (Nova Medical, Wilmington, MA, USA). Multichannel data from the phased array coils were reconstructed with adaptive combine [201] approach so that the resulting magnitude image has a Rician distribution [202]. The weights for the linear combination in each pixel are derived from the sensitivity of each coil in that pixel and the noise correlation matrix. As weighted sum of Gaussians, the combined complex image still has a Gaussian noise distribution and the resulting magnitude image has a Rician distribution [202].

6.1.3 Measurement Procedure

All studies were carried out with the approval of the ethics committee of the University of Leipzig, Medical School. Informed consent was obtained from each volunteer before scanning.

All the measurements reported in the following sections have been performed on a 7 T whole-body MR scanner (MAGNETOM, Siemens Healthcare, Erlangen, Germany) housed in the Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig. This magnet is equipped with a Siemens-AC072 whole body gradient coils that can achieve a peak gradient strength of 70 mT/m in each direction (x, y, z). The maximum slew rate of the gradient system is 200 T/m/s. When necessary a combination of two orthogonal directions can boost effective gradient strength by a factor of $\sqrt{2}$ but care should be taken about the duty cycle. The gradient safety watchdog is quite sensitive to heating of these gradients. For poorly prepared DWI protocol, it is not uncommon to find a sequence stop suddenly halfway through the measurement process.

6.1.4 Selecting WM voxels with coherent fiber bundles

To select WM voxels with only single fiber bundles, we calculated coefficients of linearity ($c_l = \frac{\lambda_1 - \lambda_2}{\lambda_1}$), planarity ($c_p = \frac{\lambda_2 - \lambda_3}{\lambda_1}$) and sphericity ($c_s = \frac{\lambda_3}{\lambda_1}$) where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are the first, second, and third eigenvalues of the diffusion tensor estimated at that voxel. These coefficients describe proximity of the tensor to a line, plane and sphere [103]. The voxels selected as a single fiber bundles had to fulfill $FA > 0.5$ for all diffusion times and $c_l \geq 0.4$, $c_p \leq 0.2$, $c_s \leq 0.35$, where $c_l$, $c_p$, $c_s$ are the mean values obtained for all diffusion times. This method has been previously used by Fieremans et al. to select single WM bundles in vivo [203]. After FA thresholding only voxels present were those in the corpus callosum, cerebrospinal tract and cingulum that are the three major white matter fiber bundles. Only these voxels were further examined.

For all measurements, it has been tried to keep the imaging protocol as consistent as possible. Some adjustments in field of view or the imaging matrix had to be done.
depending on the head size of the volunteer or tilt in the scanner. The scanning slice was normally tilted close to 15° to the axial position. This slight tilt has been found very effective in avoiding susceptibility related artifacts due to air in paranasal sinuses. The acquisition bandwidth was 1930 Hz/pixel and the k-space was partially sampled at 5/8. Owing to complex noise behavior, parallel imaging technique was not applied. Images were acquired with 2 mm isotropic resolution using 2D single shot DW-STEAM-EPI.

All the following measurements were focused to understand DW data in WM voxels with single coherent fiber bundles. The measurement techniques could be applied for any other structure of interest.

6.2 DWI at low b-values: DTI at variable diffusion times

6.2.1 Introduction

DWI at low b-values (\(\sim 1 \text{ ms/} \mu\text{m}^2\)) evaluates the ADC in a given voxel. These low b-value in vivo diffusion measurements have generally used diffusion times (\(\Delta\)) between 10 and 100 ms. To our knowledge, Le Bihan et al. [112] were the first to report about diffusion time dependence in human brain white matter in vivo. They reported no change in diffusion coefficient for measured diffusion times between 16 and 79 ms. The ADC was reported to be about 1 \(\mu\text{m}^2/\text{ms}\) and 0.45 \(\mu\text{m}^2/\text{ms}\) for diffusion parallel and perpendicular to the white matter fiber orientation respectively. Shortly thereafter, another study by Horsfield et al. [204] reported ADC to be time dependent for diffusion times ranging between 50 and 800 ms. At diffusion time of 50 ms, diffusion coefficients in the corpus callosum was reported to be about 1.8 \(\mu\text{m}^2/\text{ms}\) parallel to the axonal axis and 1 \(\mu\text{m}^2/\text{ms}\) radially. In both these studies, white matter fiber orientation was assumed to be known from anatomy.

Low b-value data have been extensively used in diffusion tensor imaging (DTI). DTI can account for a single fiber orientation and fails to describe signal from WM where multiple fiber orientations are present in a single voxel. Notwithstanding these limitations, DTI can still help us reveal gross fiber orientations in WM regions where the fiber bundles are uniformly oriented. Clark et al. [205] used 6 directions to evaluate diffusion tensor between 8 and 80 ms and found the ADC and FA in all directions to be independent of the diffusion time. Using realistic simulations, Ford et al. [206, 207] showed that time dependence of ADC is largely dependent on the extracellular space and permeability. They also reported that the diffusion coefficient transverse to the WM fibers could attain its asymptotic value within one millisecond [207]. More recent studies on mice in vivo [208] and monkey brain ex vivo [209] have reported time dependence of DTI parameters between 30 and 280 ms.
In heterogeneous media, the study of time-dependent ADC and its relation to the underlying micro-structure is an active area of research. In heterogeneous media, the central portion of the PDF appears Gaussian while the tail could take other forms [210]. The central limit theorem requires all these distributions to converge to a Gaussian. Depending on the nature of the tails, Berry-Eseen theorem dictates the upper limit to the number of iterations before these distributions attain their Gaussian limits [211, 212]. The approach to long time asymptotic diffusion limit can be described with Eq. 2.33. The existence of a disorder-specific long-time tail has been studied extensively by Haus and Kehr [213] and could tell us more on the nature of obstructions in the WM. Recently there has also been some studies on fractal nature of diffusion in brain tissue [214]. Considering tissue micro-structures as solid scaffold, time dependent diffusion coefficient throws light on the time required to explore all heterogeneous structures.

In contrast to high b-factor measurements, low b-value DWI requires short echo times and allows high SNR and better parameter estimates. In addition to obtaining tensor estimates at long $\Delta$, when DTI is measured at more than six directions it also throws light on the goodness of fit to the tensor model. The tensor model assumes Gaussian diffusion in all directions which is the low-spatial frequency approximation to the true PDF and inherently assumes that the three dimensional diffusion propagator to be a multivariate Gaussian. For the three dimensional propagator to be a multivariate Gaussian, not only each individual propagator at every direction needs to be a Gaussian but it is also necessary that the isodensity contour line - the locus of points in the 3-dimensional space with equal probability, should be an ellipsoid (see Fig. 2.1). It is this ellipsoid that is related to the diffusion tensor measured. The DTI protocol containing many diffusion directions can be used to estimate the goodness of a tensor fit. A good tensor fit suggests that the three dimensional diffusion propagator is close to a multivariate Gaussian. We define the non-Gaussianity (W) of the tensor model as ratio of the squared difference between the observed signal $S_o$ and the estimated signal $S_e$ from the tensor fit and the standard deviation of the noise $\sigma$.

$$W = \frac{(S_o - S_e)^2}{\sigma^2} \quad (6.7)$$

In a heterogeneous medium the move towards Gaussianity with increasing time is closely linked to the exchange between heterogeneous compartments. If the tensor fit improves with increasing $\Delta$, it suggests mixing between heterogeneous compartments. Similarly, worsening of the tensor fit signifies that at this time scale the restrictive barriers still influence the diffusion propagator and exchange is not yet relevant at the time range probed. This $\sigma$ was estimated from a region in the background where no signal is present and the noise is distributed with Rayleigh distribution. Since the signal at all data points were more than 3 times the noise threshold, the noise could be considered as normally
6.2.2 Method

Two volunteers were scanned for this study. The diffusion times (Δ) used were 50, 75, 150, 300, 675, 1500 and 2000 ms. The echo times for long Δ measurements were shortened to gain SNR. For all the measurement times the echo time varied between 33 and 48 ms. To accommodate many slices for long Δ measurements, the TR had to be varied between 4.5 and 12.6 seconds. Since $T_1$ for WM at 7 T is around 1500 ms, difference in TR times should not affect the results. Even with relatively long TR we could only acquire 6 slices for the longest diffusion time of 2s. Six orthonormal diffusion weightings were applied at b-value of 0.15 ms/µm² and 60 diffusion weightings were applied at a b-value of 1.2 ms/µm². The six gradients used for 0.15 ms/µm² were applied at [110], [1–10], [101], [–101], [011], [01–1] directions, so that direct measurement along the z-axis could be avoided. The 60 directions were uniformly distributed over a hemisphere based on electrostatic repulsion [215].

Diffusion tensor estimates and subsequent data analyses were all performed using home built tools in Matlab(R) (Mathworks, Natick, MA). Only voxels with an SNR $\geq$ 10 were considered.

6.2.3 Results

Figure 6.2: Maps of parameters obtained from tensor fit at different diffusion times; (i) non diffusion weighted signal ($B_0$, top row), (ii) Fractional anisotropy (middle row) and (iii) ADC (bottom row).
Table 6.1: Mean and standard deviation of the three eigenvalues and ADC. The values are in units of $10^{-2} \, \mu\text{m}^2/\text{ms}$

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$\text{ADC}$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\text{ADC}$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>68 ± 4</td>
<td>132 ± 16</td>
<td>42 ± 8</td>
<td>31 ± 7</td>
<td>69 ± 10</td>
<td>137 ± 24</td>
<td>40 ± 10</td>
<td>29 ± 9</td>
</tr>
<tr>
<td>75</td>
<td>67 ± 4</td>
<td>129 ± 14</td>
<td>42 ± 8</td>
<td>31 ± 7</td>
<td>68 ± 9</td>
<td>136 ± 24</td>
<td>39 ± 10</td>
<td>28 ± 9</td>
</tr>
<tr>
<td>150</td>
<td>68 ± 6</td>
<td>133 ± 17</td>
<td>41 ± 9</td>
<td>29 ± 8</td>
<td>66 ± 8</td>
<td>132 ± 22</td>
<td>38 ± 9</td>
<td>27 ± 7</td>
</tr>
<tr>
<td>300</td>
<td>64 ± 4</td>
<td>127 ± 14</td>
<td>39 ± 8</td>
<td>28 ± 6</td>
<td>63 ± 6</td>
<td>127 ± 20</td>
<td>36 ± 8</td>
<td>26 ± 7</td>
</tr>
<tr>
<td>675</td>
<td>62 ± 4</td>
<td>121 ± 14</td>
<td>38 ± 8</td>
<td>27 ± 7</td>
<td>60 ± 6</td>
<td>120 ± 18</td>
<td>35 ± 8</td>
<td>24 ± 6</td>
</tr>
<tr>
<td>1500</td>
<td>61 ± 7</td>
<td>120 ± 16</td>
<td>38 ± 9</td>
<td>26 ± 8</td>
<td>59 ± 8</td>
<td>116 ± 18</td>
<td>36 ± 8</td>
<td>24 ± 8</td>
</tr>
<tr>
<td>2000</td>
<td>60 ± 7</td>
<td>118 ± 16</td>
<td>37 ± 9</td>
<td>25 ± 8</td>
<td>59 ± 9</td>
<td>116 ± 20</td>
<td>37 ± 10</td>
<td>25 ± 9</td>
</tr>
</tbody>
</table>

The noise in background region was consistent across all diffusion times and for both the subjects. It had a mean of around 8.6 and a standard deviation of 4.6. With zero background signal, the Rayleigh noise in this region is around 7. Fig. 6.2 shows maps of non-diffusion weighted signal, $B_0$, fractional anisotropy FA, and ADC obtained for a slice passing through the mid corpus callosum. With increasing $\Delta$, a drop in signal is evident in $B_0$ (Fig. 6.2, top row), but FA and ADC values remain fairly consistent even though the longest $\Delta$ of 2000 ms is 40 times longer than the smallest $\Delta$ of 50 ms. Voxels with coherent white matter bundles show high FA, voxels that contain multiple WM fibers in different directions show a decreased FA, and FA in GM are even lower. The ADC values are quite similar between GM and WM. The plot on the left side of Fig. 6.3 shows histograms for the FA for all the voxels in the brain. We see that FA is relatively stable across all diffusion times. The ADC shows a small but noticeable decrease with increasing diffusion times. Few voxels have the trace of the ADC greater that $1 \, \mu\text{m}^2/\text{ms}$ - these voxels are ones which have CSF partial volume. These voxels were excluded from further analysis. Only voxels that were selected as containing single WM bundle are reported in the findings.
Table 6.2: Voxel to voxel Pearson’s Correlation coefficient of the three eigenvalues and the ADC. In each table the lower triangle is from Subject 1 and the upper triangle is from Subject 2. High degree of correlation between values at different diffusion times suggest that most of the variation is intrinsic to the voxel and not due to noise in parameter estimation.

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>50</th>
<th>75</th>
<th>150</th>
<th>300</th>
<th>675</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.83</td>
<td>0.88</td>
<td>0.26</td>
<td>0.65</td>
<td>0.50</td>
<td>0.64</td>
<td>0.40</td>
</tr>
<tr>
<td>75</td>
<td>0.86</td>
<td>0.82</td>
<td>0.78</td>
<td>0.72</td>
<td>0.69</td>
<td>0.70</td>
<td>0.62</td>
</tr>
<tr>
<td>150</td>
<td>0.88</td>
<td>0.86</td>
<td>0.77</td>
<td>0.68</td>
<td>0.65</td>
<td>0.70</td>
<td>0.53</td>
</tr>
<tr>
<td>300</td>
<td>0.94</td>
<td>0.88</td>
<td>0.90</td>
<td>0.88</td>
<td>0.90</td>
<td>0.82</td>
<td>0.74</td>
</tr>
<tr>
<td>675</td>
<td>0.86</td>
<td>0.75</td>
<td>0.94</td>
<td>0.89</td>
<td>0.84</td>
<td>0.72</td>
<td>0.53</td>
</tr>
<tr>
<td>1500</td>
<td>0.80</td>
<td>0.68</td>
<td>0.89</td>
<td>0.85</td>
<td>0.90</td>
<td>0.82</td>
<td>0.55</td>
</tr>
<tr>
<td>2000</td>
<td>0.77</td>
<td>0.71</td>
<td>0.80</td>
<td>0.76</td>
<td>0.74</td>
<td>0.64</td>
<td>0.62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_2$</th>
<th>50</th>
<th>75</th>
<th>150</th>
<th>300</th>
<th>675</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.80</td>
<td>0.84</td>
<td>0.67</td>
<td>0.61</td>
<td>0.36</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>75</td>
<td>0.66</td>
<td>0.87</td>
<td>0.80</td>
<td>0.68</td>
<td>0.49</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>150</td>
<td>0.77</td>
<td>0.41</td>
<td>0.81</td>
<td>0.76</td>
<td>0.54</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>300</td>
<td>0.89</td>
<td>0.68</td>
<td>0.79</td>
<td>0.80</td>
<td>0.57</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>675</td>
<td>0.76</td>
<td>0.53</td>
<td>0.83</td>
<td>0.82</td>
<td>0.65</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>1500</td>
<td>0.61</td>
<td>0.30</td>
<td>0.79</td>
<td>0.65</td>
<td>0.80</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>2000</td>
<td>0.55</td>
<td>0.42</td>
<td>0.54</td>
<td>0.59</td>
<td>0.54</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_3$</th>
<th>50</th>
<th>75</th>
<th>150</th>
<th>300</th>
<th>675</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.84</td>
<td>0.83</td>
<td>0.67</td>
<td>0.61</td>
<td>0.36</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>75</td>
<td>0.66</td>
<td>0.87</td>
<td>0.80</td>
<td>0.68</td>
<td>0.49</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>150</td>
<td>0.77</td>
<td>0.41</td>
<td>0.81</td>
<td>0.76</td>
<td>0.54</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>300</td>
<td>0.89</td>
<td>0.68</td>
<td>0.79</td>
<td>0.80</td>
<td>0.57</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>675</td>
<td>0.76</td>
<td>0.53</td>
<td>0.83</td>
<td>0.82</td>
<td>0.65</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>1500</td>
<td>0.61</td>
<td>0.30</td>
<td>0.79</td>
<td>0.65</td>
<td>0.80</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>2000</td>
<td>0.55</td>
<td>0.42</td>
<td>0.54</td>
<td>0.59</td>
<td>0.54</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADC</th>
<th>50</th>
<th>75</th>
<th>150</th>
<th>300</th>
<th>675</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.80</td>
<td>0.84</td>
<td>0.67</td>
<td>0.61</td>
<td>0.36</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>75</td>
<td>0.66</td>
<td>0.87</td>
<td>0.80</td>
<td>0.68</td>
<td>0.49</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>150</td>
<td>0.77</td>
<td>0.41</td>
<td>0.81</td>
<td>0.76</td>
<td>0.54</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>300</td>
<td>0.89</td>
<td>0.68</td>
<td>0.79</td>
<td>0.80</td>
<td>0.57</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>675</td>
<td>0.76</td>
<td>0.53</td>
<td>0.83</td>
<td>0.82</td>
<td>0.65</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>1500</td>
<td>0.61</td>
<td>0.30</td>
<td>0.79</td>
<td>0.65</td>
<td>0.80</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>2000</td>
<td>0.55</td>
<td>0.42</td>
<td>0.54</td>
<td>0.59</td>
<td>0.54</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

**WM voxels** Table 6.1 shows mean ADC and the three eigenvalues for all diffusion times for the selected voxels. There is little difference between the tables obtained for the two volunteers. With increasing $\Delta$ a small drop in all three eigenvalues is observed. There seems to be a bigger drop in $\lambda_1$ between 150 and 675 ms. The decrease in $\lambda_2$ and $\lambda_3$ is small and no drastic changes could be observed. Mean value of $\lambda_1$ dropped from 1.35 $\mu$m$^2$/ms at 50 ms to about 1.17 $\mu$m$^2$/ms at 2 s. Similarly $\lambda_2$ decreased from 0.41 $\mu$m$^2$/ms to 0.37 $\mu$m$^2$/ms and $\lambda_3$ also decreased by about 0.05 $\mu$m$^2$/ms.

The results suggest that the variation between voxels is mostly due to inherent biological heterogeneity and not due to noise in the data. Table 6.2 shows the Pearson correlation coefficient between different $\Delta$s for the three eigenvalues. For a given $\Delta$, most of the variation observed in eigenvalues could be accounted by biological heterogeneity between the selected voxels. For example, after removing mean value from each voxel, the standard deviation of $\lambda_1$ at $\Delta = 50$ ms for the first volunteer was reduced from 0.16 to 0.03.

With time there is a significant decrease in all three of the eigenvalues. However, the changes are very small and the long time tail is very close to being a Gaussian for all eigenvalues. Fig. 6.4 shows the plot of the major eigenvalue ($\lambda_1$) against diffusion time. A power law fit shows that the best fit is an exponent of -0.04 which is very close to zero. Similar fits for the second and the third eigenvalues also had exponents equal to -0.03.
Figure 6.4: Plot of the first eigenvalue against diffusion time. There is some time dependence but the dependence is rather weak and does not allow for any conclusions to be drawn about the disorder in the system.

and -0.05. The time dependence is rather weak and does not allow for any conclusions to be drawn about the disorder in the system.

Move towards Gaussianity

Fig. 6.5 shows the non-Gaussianity index for the different ∆s. It is simply the misfit to the tensor model. The index assumes that the Rician noise threshold in a voxel does not change between measurements. Since a total of 66 measurements were used to estimate the tensor, a good tensor fit would be expected to have a value of around 66. The tensor fit gets better with increasing ∆. This suggests that with time the three dimensional diffusion propagator becomes more and more Gaussian-like.

6.2.4 Discussion

To our knowledge this is the first human DTI study at very long diffusion times. The findings are similar with recent in vivo studies by Rane et al. in monkey brain in vivo [209]. Although their longest diffusion time was only 200 ms, they observe slight decrease in all three eigenvalues with increasing diffusion time. A similar study by Nair et al. in mouse brain reported a decrease in λ₃ for diffusion times between diffusion time of 30 and 280 ms but stated that they could not see significant difference in λ₁.
An early study by Horsfield et al. [204] reported a decrease in ADC for all three directions in the corpus callosum. Their measurements were only done for three primary axes (x, y, z) assuming a known fiber direction, x, in the corpus callosum. While Horsfield et al. measured Δs between 40 and 800 ms, it was a constant gradient setup. Thus, the b-values used differed between different diffusion time. With δ = 20 ms and a maximum gradient strength of 10 mT/m, the smallest Δ of 40 ms results in maximum possible b-factor around 0.053 ms/µm². Although intravoxel incoherent motion due to perfusion is minimal in white matter, at such small b-factors it could be the contributor for such an increased ADC. Indeed their results show very high ADC values for small Δs; at Δ = 40 ms the ADC perpendicular to the corpus callosum has been reported to be more than 1 µm²/ms. At their longest Δ at 800 ms, the maximum b-factor was around 1.25 ms/µm² which is comparable to the maximum that we used for our study. Ignoring results at short Δs, our findings are consistent to the findings by Horsfield et al. [204].

A study by Moonen et al. in cat brain in vivo is the only other study known to us that studied diffusion at Δ = 2000 ms [113]. Their measurement was limited to only one direction and did not clearly distinguish between GM and WM. Nevertheless, it was reported that the diffusion coefficient did not vary greatly with time. We also observe that a drop in ADC is only about 0.1 µm²/ms. Considering improvements in the scanner hardware and SNR over two decades, it is quite conceivable that their measurements were not sensitive to these small changes. Their measurements also included regions from both gray and white matter that could have further jumbled the data.

Since differences between the parameters are very small, a possible explanation could
also be sought in the way noise affects tensor estimation [216, 217]. Using Monte Carlo simulation and perturbation theory, Anderson had shown that noise in the signal could easily underestimate the smallest eigenvalue and overestimate the biggest eigenvalue [216]. During diagonalization of the tensor, decreased SNR leads to a systematic overestimation of tissue anisotropy [217]. However, this seems to not be the case in these measurements. The SNR was well above the noise level and we also find a decrease in all the three eigenvalues with time.

A small steady decrease in the diffusion coefficients with increasing $\Delta$ suggests that the presence of membranes and other structures act as weak hindrances for diffusive motion of protons. This is reminiscent of diffusion in polymers where non-Gaussian displacement PDFs are present due to a broad range of fluctuations in the medium [210, 218]. Since the diffusion length for water molecules at 30 ms largely exceeds the average length scale of the micro-structures in the brain WM, time dependence of the ADC at long times can be qualitatively explained by assuming WM to have long range correlations, or fractal structures [214]. Recently, there has been much discussion about fractal nature of brain tissue [214]. Similar ADC time dependence in GM has recently been attributed to its underlying fractal structure [219]. However, especially in the direction radial to the axons, there is no such characteristic length scale that can be used to describe diffusion of water in brain WM. The dependence of ADC with time seems to be rather weak and the power exponent is also very small (Fig. 6.4). This raises a question on using such description to understand the present data.

A drop in diffusion coefficient could indicate presence of some long range correlations in the tissue that is reflected in diffusion data. But, such long range correlations in the spatial distribution of axonal diameters or pair correlations between axons have not been reported in the literature so far. If there actually exists some long range correlations, then wider range of diffusion times would perhaps allow us to further understand this phenomenon. Unfortunately DWI at longer diffusion times would hit SNR barrier due to tissue $T_1$ relaxation.

We also find that the non-Gaussianity index got smaller with increasing $\Delta$. The non-Gaussianity index indicates that the three dimensional propagator is slowly becoming more and more Gaussian-like. This means the heterogeneous compartments have already started mixing within the diffusion times observed in this study.

### 6.2.5 Conclusion

In this study, diffusion in human brain WM in vivo was measured at long diffusion times. It was found that with increasing $\Delta$, there is some decrease in the diffusion coefficients in all directions. Although these differences are significant at group level, they were not big enough to justify any treating WM diffusion from a fractal perspective.
For this data, one can conclude that the diffusion characteristic of the brain WM is relatively consistent over all diffusion times. The results show that if non-monoexponential diffusion persists at these long diffusion times, it probably is not just due to random disorder in the media. Another important aspect of this measurement is decreasing non-Gaussianity index with increasing $\Delta$. This is a qualitative indication that although the exchange time is long, it is within the reach of measurements at these long diffusion times. This signifies that measurements at long diffusion times should take exchange into consideration.

The following sections will first assess the validity of different mathematical models in fitting diffusion decay curves at high b-values. After identifying a working model, optimization of the DWI protocol for high b-value measurements is described. The final section describes experiment performed at long diffusion time and high b-values.
6.3 Fitting diffusion decay curves \textit{in vivo} at high b-factors

6.3.1 Introduction

High b-factor (>2 ms/µm$^2$) DWI in brain tissue is known to have a non-monoexponential decay. Non-monoexponential diffusional decay can be observed in both gray and white matter regions but given the gross difference in the tissue architecture, the origin of such behavior might be very different. DWI at high b-factors is sensitive to tissue properties that are not revealed at lower b-values. ADC, for instance, is quite similar in both GM and WM, however at high b-factors the signal decay is faster in GM than in WM [121, 220]. Due to its sensitivity towards smaller length scales, high b-factor DWI promises to reveal properties of tissue substructures that are histologically relevant. Compared to GM, the micro-structural geometry of WM is quite simple. This is especially true for WM comprised of a single fiber bundle. In principle, diffusional decay in WM should be simpler to model, but a complete consensus picture is yet to be formed.

The straight-forward approach to characterize diffusion is to look at the diffusion propagator itself [221]. In an ideal PFG-NMR experiment with narrow diffusion gradients, the signal intensity of a PFG-NMR experiment can be related to the diffusion propagator through the Fourier relation:

$$S(q, \Delta) = S_0 \int P(R, \tau) e^{i q R} dR = S_0 F[P(\Delta r)]$$

where $S_0 = S(0, \Delta)$ is the signal without any diffusion weighting, and $R$ is the spin displacement, $\Delta$ is the diffusion time and $q = \gamma \delta G/2\pi$ is the gradient integral [34]. The ability to resolve microscopic lengths is reminiscent of an imaging experiment and referred as q-space imaging. For finite gradients used for \textit{in vivo} imaging the echo attenuation should be considered using Mitra and Halperin’s center of moment description [104].

Many high b-factor DW studies have explored q-space imaging based techniques. Early adapters of this technique were Assaf and Cohen [140] who extensively used q-space analysis to throw light on non-Gaussian diffusion in WM. It was expected that a q-space based measurement perpendicular to the WM fiber bundle would reveal information about the diameters of the axons. However, they were unable to realize diffusion diffraction patterns in brain WM and could not unequivocally establish a case for restriction in brain WM \textit{in vivo} [122]. It was soon understood that even if each axon does restrict water, a voxel comprised of a broad distribution of axons could not produce diffusion-diffraction pattern [177]. A three dimensional version of q-space imaging in brain tissue has been widely referred to as diffusion spectrum imaging (DSI) [222]. DSI is the three-dimensional Fourier transform of the diffusional decay curves. It considers contours in the propagator as arising from different fiber populations and tries to resolve multiple
fiber orientations within a voxel. DSI has been claimed to reveal many histologically relevant information about gross WM organization, but it does not probe into properties of the propagator and its relation to tissue architecture. Although q-space imaging does contain information about tissue micro-structure at microscopic scale, it only provides a blurred picture of the composite tissue substructures. Thus, it is necessary to use model that is simple and yet captures essential features responsible for the observed signal decay.

Most diffusion studies in brain WM model signal decay as arising from multiple Gaussian components. In a Gaussian mixture model the tissue is supposed to be composed of multiple Gaussian compartments so that the resulting DW signal against gradient squared (b-factor) is described as a linear sum of multiple exponential decays. The simplest trivial case for the Gaussian model is the monoexponential decay which assumes a homogeneous spin population. A biexponential fit is the simplest fit that describes the Gaussian mixture model. It assumes two water pools where the propagator for each pool is a Gaussian. Many studies that employ high b-factor DWI \textit{in vivo} have reported a biexponential fit as a chosen analysis method. A biexponential fit is easy to employ, requires less data points than a Fourier transform and fits most available data surprisingly well [119, 121]. It estimates four parameters, the non-diffusion weighted signal $S_0$, diffusion coefficient of the fast water pool $D_f$, diffusion coefficient of the slow water pool ($D_s$) and the relative volume fractions of the slow and fast pool.

When the ADC of the slower pool ($D_s$) is close to zero ($b_{max} * D_s < 0.1$), the two component system could be effectively described with one less parameter ($D_s = 0$). Such a fit is especially relevant to diffusion measurements perpendicular to the fiber direction if intra-axonal water is completely restricted by the myelin walls. In this case, the diffusion coefficient for the intra-axonal water would be close to zero. We call this fit MwB - monoexponential with a baseline.

A small water fraction with a very small diffusion coefficient (D $\sim 10^{-2}$ $\mu m^2/\text{ms}$) has also been reported in literature [76, 115, 116]. This ultra slow water fraction has only been reported in studies employing very high b-factors (>50 $ms/\mu m^2$). For moderately high b-values attainable for human \textit{in vivo} measurements this very slow fraction of water is equivalent to still water fraction that does not seem to be moving. The volume fraction reported for this water pool is also rather low ($< 10\%$). At low SNR, it could be easily mistaken for Rician noise. If this fraction is indeed present, it will cause the signal to attain a baseline level in addition to the biexponential fit. To accommodate for this situation, we can extend the biexponential fit to include a third water pool with zero diffusion coefficient. This fit is referred as BwB fit - biexponential with baseline. The BwB fit requires one more parameter than the biexponential fit.

Recently, there have been efforts to describe diffusion data in brain WM with fits that do not describe the data as arising from deviations in Gaussianity of the diffusion
propagator. The two ways to do so are kurtosis fit [44] and the stretched exponential fit [214, 223]. Both fits are more parsimonious than the biexponential fit and need one less parameter. There have been reports in literature claiming these fits to be as effective as a biexponential fit [45, 223].

The kurtosis fit is the second order cumulant expansion of the log of the diffusion decay signal and measures deviation of the diffusion propagator from a Gaussian. The kurtosis fits assumes that diffusion processes is inherently Gaussian with small deviations due to the medium. These small deviations could be explained with the kurtosis of the diffusion propagator. It does so by fitting a second order term to the logarithm of the signal decay against b-value.

\[
\ln(S) = \ln(S_0) - bD - k(bD)^2 + ...
\]  

(6.9)

where \(S\) is the signal, \(S_0\) is the unweighted signal and \(k\) is the kurtosis term. The stretched exponential fit describes the signal decay with a power of \(bD\).

\[
S = S_0 \exp(-bD^\alpha)
\]

(6.10)

where \(S\) is the signal, \(S_0\) is the unweighted signal and \(\alpha\) is the stretched exponent. When \(\alpha\) is unity this fit reduces to a monoexponential fit.

### 6.3.2 Rician noise correction

At high b-factors and adequately high spatial resolution, the SNR is quite low and repeated measurements are required. Magnitude MR images follow Rician noise distribution which causes an upwardly biased mean for low SNR data [224]. If not accounted for, this upward bias increasingly affects high b-factor images and distorts diffusional decay curves [225]. An unbiased estimate of the ‘true’ signal from repeated measurements is given by the maximum likelihood estimate (MLE) of the probability density function. MLE in the context of MRI has been investigated by Sijbers et al. [226]. In the presence of phase errors in MR images, MLE from magnitude data is significantly more reliable than from complex data [227].

For the Rician distribution, given the true underlying signal \(A\) and the standard deviation of noise \(\sigma\), the probability of observing \(S\) is defined by the probability density function

\[
p(S|A, \sigma) = \frac{S}{\sigma^2} e^{\frac{A^2 + S^2}{2\sigma^2}} I_0 \left( \frac{AS}{\sigma^2} \right) u(S)
\]

(6.11)

where \(I_0\) is the modified zeroth order Bessel function of the first kind, and \(u\) is the Heaviside function ensuring non-negativity of \(S\). The log-likelihood, \(L\), of the observed
In vivo data, $\hat{A}$, can be calculated as

$$
\log L(\hat{A}, \hat{\sigma}) \sim \sum_{i=1}^{N} \log I_0 \left( \frac{AS}{\sigma^2} \right) - \sum_{i=1}^{N} \frac{A_i^2}{2\sigma^2} 
$$

(6.12)

$L$ attains its global maximum at the MLE of the data. Once MLE has been calculated for each b-factor, further fitting with the appropriate model can be performed.

A good fit to the data is precursor to a proper model description. The first goal of this study is to compare the goodness of different fitting procedures applied to diffusion decay data obtained from measurements along a single gradient direction. Fittings can also be performed for diffusion decay data obtained in all directions but single direction fits are less messy and allow easier interpretation data and the fitting parameters. We report on the high b-value DWI for three orthonormal directions ($x,y,z$) in the scanner coordinate system. $MwB$, biexponential, $BwB$, kurtosis and stretched exponential fits were performed to the same data and their effectiveness were compared. After evaluating the fitting results, more analyses was done for the suitable fitting procedures.

### 6.3.3 Methods

Four volunteers were scanned for this study. The parameters used were: $TR/TE/\Delta/\delta = 3000/59/121/16$ ms. Images were acquired with 2 mm isotropic resolution using 2D single shot DW-STEAM-EPI. The acquisition bandwidth was 1930 Hz/pixel and the k-space was partially sampled at 5/8.

The acquired region of interest extended superiorly from the dorsal surface of the corpus callosum. 16 diffusion weightings were applied in the anterior-posterior direction for all three gradient directions. Gradients were incremented linearly in 16 steps from 6\% to 95\% of the maximal gradient strength such that b-values increased quadratically starting from 0.03, 0.14, 0.27, ..., 7.07, and 8.0 ms/\mu m^2. For each b-value the measurement was repeated 16 times. A total of 256 measurements for each diffusion direction and 768 total scans took about 39 minutes.

Additionally a DTI protocol was also acquired with a shell of 60 directions at b-value of 1.2 ms/\mu m^2 and 6 directions at 0.15 ms/\mu m^2. All other parameters for this DTI protocol were exactly same as the high b-factor protocol. The DTI measurement was used to select WM voxels containing single WM fiber bundles. The selection procedure was same as described in the previously [Section 6.1.4]. After FA threshold. only voxels present were those in the corpus callosum, cerebrospinal tract and cingulum that are the three major white matter fiber bundles.

All subsequent analyses with the images were performed using home-built tools in Matlab(R) (Mathworks, Natick, MA). First, for all b-values the 16 repeated measurements were used to compute the maximum likelihood estimate (MLE) of the true signal.
Maximum likelihood estimate is asymptotically normal and its variance is proportional to the inverse of the Fisher information matrix. The MLEs were used as input to fit the data. The reciprocal of variances obtained from the MLE were used as the weights for the fits. All fits minimized the chi-squared value

$$\min \left( \chi^2 = \sum_i^n \frac{(S_i - S_0_i)^2}{\sigma_i^2} \right)$$

(6.13)

where, $S_i$ is the expected signal from the fitting method, $S_0_i$ is the MLE of the data at each b-value, $\sigma_i^2$ are the variances of the MLEs and $n$ is the number of data points used for fitting. The number of fit parameters for the MwB, biexponential, BwB, kurtosis and stretched exponential fits were respectively 3, 4, 5, 3, and 3. Since the fitting procedure is non-linear, the estimated parameters are not linearly independent which results in slightly underestimated degrees of freedom.

6.3.4 Results

![Figure 6.6](image)

**Figure 6.6:** FA map obtained from DTI measurement (A) (shown for anatomical reference), and maps of reduced $\chi^2$ obtained from different fitting procedures: biexponential fit (B), BwB fit (C), MwB fit (D), kurtosis fit (E), and stretched exponential fit (F). Gradient were applied in the x-axis. The slice contains mid corpus callosum (∥ to x-axis) and the cerebrospinal tract (⊥ to x-axis). The biexponential and the BwB fits perform far better than the three other fits. The colorbars for the three lower maps had to be scaled up to show some contrast.

Fig. 6.6 shows maps of reduced $\chi^2$ obtained in a representative slice for different fitting procedures in a slice. When the fitting model sufficiently describes the data we expect
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**Figure 6.7:** Diffusion coefficients of the fast component $D_f$ (top row) and the slow component $D_s$ (bottom row) components obtained from biexponential fit (left side) and BwB fit (right side). The three columns are data from x, y, and z axes respectively. The units are in $\mu m^2/\text{ms}$. Data is only shown for voxels containing single WM bundle.

the reduced $\chi^2$ to be close to unity. When the values are below unity, the model could have over-fitted the data and some parameters could be superfluous.

The three parameter fits, BwB, kurtosis and the stretched exponential fits, do not fare well in explaining the data. For most voxels, both the kurtosis and the stretched exponential fit performed worse than a monoexponential fit with baseline.

With the addition of one extra parameter, the biexponential fit by far outperforms all three parameter fits. The reduced $\chi^2$ values are more than three folds smaller in all voxels. For most of the WM, the $\chi^2$ for the biexponential fits are close to unity suggesting that it is a good fitting method. When a baseline is added to the biexponential fit (BwB fit) the resulting values are smaller $\chi^2$, however, the improvement is only around 0.1. From $\chi^2$ values alone it is quite difficult to judge if an additional parameter is actually helpful.

The top row in Fig. 6.7 shows estimated $D_f$ for the biexponential fit (left side) and the BwB fit (right side). The three columns show parameters for x, y and z axes from left to right. Only voxels in the selected WM region are shown. The directional dependence of $D_f$ is seen for both maps: at the corpus callosum, for instance, diffusion coefficients are highest when measured along the x-axis.

For the biexponential fit the maps show excellent spatial homogeneity. Since all data processing is done at the voxel level, a smooth spatial maps of the parameters further adds credit to the effectiveness of the biexponential fit in describing the data. This is not true of the BwB fit: in a quarter of the voxels $D_f$ attains an unreasonably high value ($D_f > 3 \mu m^2/\text{ms}$) Similarly in many other voxels $D_s$ is close to zero, signaling that $D_s$ and the baseline could be effectively combined together. Furthermore, in some voxels $D_f$ and $D_s$ were very close to each other. About 40% voxels were identified to
have one of the aforementioned issues. Subscribing to the parsimonious solution and taking spatial homogeneity into consideration, for this range of b-values a biexponential fit seems to be sufficient in describing diffusion decay curves in a single direction.

6.3.4.1 Direction Dependence of Biexponential Parameters

To quantify the direction dependence of the estimated parameters angle we calculated the angle between the primary eigenvector obtained from the DTI measurement and the measured direction. The fit parameters show clear correlation with the primary eigenvector estimated from DTI measurement (Fig. 6.8). $D_f$ drops sharply from 1.65 $\mu$m$^2$/ms when measured parallel to the fiber orientation to about 0.5 $\mu$m$^2$/ms when measured in perpendicular direction. The slow diffusion coefficient $D_s$ is around 0.15 $\mu$m$^2$/ms when measured axial to the fibers. It is relatively stable until about 50 degrees and then slowly drops with increasing angle.

Relative volume fractions of the two components also showed direction dependence. The volume fraction of the slow component in Fig 6.8(right) is about 0.15 in the parallel direction, the increase is relatively small till 50° and then rises rapidly reaching 0.55 in the perpendicular direction.

6.3.4.2 Fitting 3 directions

The dependence of the relative volume fractions on the diffusion direction suggests that although biexponential fit satisfactorily describes the decay curves in one direction, it
would fail to fit diffusion decay curves in all directions. This encouraged us to check if BwB fit would be more relevant to fit all three directions. Since the three directions were orthogonal to each other $D_f$ and $D_s$ were allowed to vary between the three directions but with relative volume fractions kept the same. For comparison both BwB and biexponential fit were performed.

![Figure 6.9](image)

As expected, biexponential fit was no longer sufficient to describe the decay curves. The BwB performed much better than the biexponential fit and sufficiently fitted the data. To illustrate this, Fig. 6.9 (left) shows an example data taken from a voxel in the cerebrospinal tract. In this voxel, the biexponential fit which was excellent when fitted in individual directions now fails to describe the data in the parallel direction. BwB fit however is still relevant and is able to capture the essential features of the data. Fig. 6.9 (right) shows the histogram of reduced chi-squared values obtained for both of the these fits. For 87% of the voxels the reduced chi-squared value for the BwB fit was smaller than 2, whereas it was only 35% for the biexponential fit.

Fig. 6.10 (left) shows the $D_f, D_s$ obtained from the BwB fit for all selected WM voxels. Here both $D_f$ and $D_s$ show clear directionality. On the right, Fig. 6.10 shows the histograms of the relative volume fraction of the three water pools estimated from the BwB fit.

### 6.3.5 Discussion

The MwB fit, the kurtosis fit and the stretched exponential fit are clearly insufficient for the range of b-factors used in this study. Previous reports that compared biexponential fit to kurtosis fit [45] or to stretched exponential [223] fit obtained data for a limited
range of b-values. In light of our results it seems that these fits could only be applied for very limited b-value range. Since these fits require just three parameters, they could be potentially used for a smaller range of b-factors but care should be taken to justify such fits to physical variables. More importantly, for the range of b-values used in this study, the biexponential fit is found to be a good way to describe diffusion decay curves in any single direction. Similar conclusions about the effectiveness of the biexponential fit have been argued in the literature before [121].

The biexponential fit was necessary even for measurements parallel to the fiber orientation, not even a MwB fit was enough to explain the data. To stress, if the non-monoexponential decay was simply due to noise threshold then the MwB fit would be enough to account for such baseline effects.

The biexponential fit could be heuristic, but it can be instrumental in elucidating deficiencies in different models. Recently there have been efforts to model axonal dispersion using diffusion data [228]. The necessity of a biexponential fit in parallel direction suggests that axonal orientation dispersion alone is not enough to describe such deviations from monoexponentiality. Leegaard et al. [229] recorded individual fiber orientations from myelin stained slices and estimated angular orientation distribution that resembled a Gaussian. In the corpus callosum the angular orientation distribution was reported to have a FWHM of 34°. Fiber dispersion allows some deviation from a monoexponential decay but it does not necessitate a biexponential fit. As shown in Fig. 6.11, allowing orientation dispersion to otherwise identical fibers effectively reduces the ADC by a mere 6% but the decay curve can still looks sufficiently monoexponential. It is seen
that the decay is fast and the signal is expected to go below 3% when b-factor is about 2.5 ms/µm². This is contradictory to our finding that there is still about 20% signal remaining at that b-value. Fiber dispersion is not the main reason of non-monoexponential behavior of the diffusion decay curve.

![Figure 6.11: Simulated Data for a fiber dispersion (blue triangles). The diffusion coefficient parallel to the fiber is taken to be 1.3 µm²/ms. Gaussian fiber dispersion with FWHM of 34° has been assumed. The red line is the exponential fit which fits very well to the simulated data.](image)

It should also be noted that fiber dispersion might be responsible for a non-zero $D_s$ in the perpendicular direction. The reduced ADC in the parallel direction appears as increased ADC in perpendicular direction. A reduction from the parallel direction with ‘true’ fiber ADC of 1 would result in parallel ADC to be 0.94 which is a mere 6% reduction, but it would also increase the ADC perpendicular by the same amount. If the ‘true’ ADC perpendicular is close to zero then the measured ADC perpendicular would be close to 0.06 - entirely due to fiber dispersion.

The necessity of a biexponential fit to describe diffusion parallel to WM bundle is not new, but has been overlooked. Indeed, early reports like those from Assaf et al. [122] and Clark and Le Bihan [119] both reported biexponential decay for WM in parallel as well as in perpendicular directions. Similar to our findings, Assaf et al. reported that volume fraction of the slow component varied from 14% in the axial direction compared to around 40% in the radial direction [122]. However, this important finding was soon overlooked presumably due to an excitement to fully define WM diffusion in all directions. Another reason for this neglect was probably due to the feasibility of fitting a biexponential decay in many physically single compartments. Sehy et al. [230] showed that in Xenopus oocyte both fast and slow diffusion components arose from intracellular space. Similarly, using densely packed human erythrocytes, it was shown that a biexponential fit sufficiently described diffusion decay curves arising from a single
component system with hindrances [231]. The overarching goodness of fit is due to the exponential nature of decay curves.

Since the volume fractions differ between axial and radial slow components, the bi-exponential fit is only heuristic but not indicative of physical compartmentalization. Furthermore, neither of these volume fractions could be properly related to the tissue micro-structure [232]. The biexponential fit only works for single diffusion direction but clearly fails to describe diffusion decay curves for all three directions in a single go. The BwB fit performs much better in such a situation.

Applying BwB fit in 3 directions is actually very similar to measurements performed by Stanisz et al. [124] except for the exchange terms in their model (Section 4.3.3). Their measurements were also performed only in 2 directions parallel and perpendicular to the fiber orientation. These relatively simple measurements already show that since diffusion in perpendicular and parallel directions show very different characteristics, any Gaussian mixture model used to fit the data will require at least 3 compartments to get a good fit in all diffusion directions. It is therefore not surprising that recent studies performed in many directions with multiple b-values have also reported better performance with a 3 compartment model [148]. Mixture of exponential decays are indeed extremely difficult to distinguish and thus adding more parameters could cause data over-fitting as was observed for the BwB fit.

### 6.3.6 Conclusion

Does this mean that there are three compartments in the WM: two of them with relatively similar volume fractions, and one with a small volume fractions?

From this measurement, and the ex vivo measurements in the previous chapter, two similarities are seen for diffusion in the parallel direction. First, there is a clear deviation from the monoexponential decay. At short time myelin also contributed to the slow diffusion pool but even at longer echo times there still exist a small but significant slow water fraction. Second, there is no easy and meaningful way to attribute this non-monoexponential decay to a single compartment with some restricted boundaries, disorder in the medium or to the application of gradients with long duration. In ex vivo sample, the ILT showed that two clear diffusion compartments and in this measurement neither Kurtosis nor stretched exponential fits could fit the data satisfactorily. Inclusion of \((bD)^3\) and other higher order terms could have fitted the data better, but the usefulness of those fits is difficult to justify.

For the perpendicular direction, myelin layers should restrict a radial mobility of a large water fraction residing inside the axons and in the periaxonal space. It seems that the slow water fraction found in the parallel direction is also slow in the perpendicular direction. This is reasonable from a physical point of view: at a diffusion time of 121 ms
employed in this study. The slow component in the parallel direction has a diffusion length of around 2.5 µm. If this pool was more mobile in perpendicular direction with greater diffusion length, it would mix with faster water pools.

The volume fraction of this slow pool is found to be around 18%. Excluding the contribution of myelin in the previous ex vivo study, the slow component has a slightly smaller but similar contribution. The two conjectures from the slow water pool (i) from the tubules and (ii) from the isotropically distributed glial processes, both satisfy the condition that the slow pool does not mix with other water.

Discrimination between these two pools is perhaps easier at longer times with high diffusion weighting. At high b-factors the signal from the water in glial processes would be isotropic and show a $1/\sqrt{b}$ dependence in all directions. At longer times, the diffusion length ($\sqrt{2Dt}$) of slow pool would exceed the length of most of the the tiny microscopic tubular structures. Mixing of the component should allow the decay curves to move towards becoming more monoexponential. Even, if this component somehow still survives, its diffusion decay should be monoexponential and should not be isotropic.

6.3.7 Moving Forward

At higher b-values the signal is further affected by the Rician noise threshold. This issue could be addressed with more repeated measurements or with bigger voxels. While repeated measurements cost extra time, bigger voxels are increasingly affected by partial voluming.

Along the diffusion decay curve, it would be desirable to obtain less repetitions for high SNR data and more for low SNR data. Additionally, performing MLE at each b-value requires many repetitions and is measurement time expensive.

In order to optimize DWI, two major issues are address in the following section (i) partial voluming and (ii) repeated measurements.
6.4 Improved DWI measurement and analysis for high b-factors

This section is devoted to estimating parameters from high b-factor DWI with acceptable scan time, tissue discrimination, accuracy and precision. There are two pertaining issues: (i) avoiding partial voluming and (ii) reducing number of repeated measurements along diffusion decay curves.

This chapter is devoted to two ways which can jointly be helpful in optimized DWI in vivo measurement.

6.4.1 b-filtering

Voxels lying in the border between two distinct tissues are prone to partial volume effects. Voxels lying near the cortical surface are especially prone to contamination from cerebrospinal fluid (CSF). Diffusion un-weighted images (bvalue = 0) are also prone to ringing artifacts near CSF boundaries and impact the accuracy of diffusion measurements. A common workaround has been to apply an additional RF pulse to invert the magnetization at a time TI before the excitation pulse [233]. With proper combination of TI and repetition time (TR), this technique, commonly known as fluid attenuation inversion recovery (FLAIR), allows suppression of spins with specific $T_1$ times. While CSF signal is suppressed, a significant fraction of white and gray matter is also attenuated. At 7T, considering $T_1$ times to have values of 1.2s, 2.0s and 4.0s for WM, GM and CSF respectively [234], complete CSF suppression would result in at least 20% signal loss in WM and 50% signal loss GM. This would further be reduced at shorter TR times. Moreover, at high fields, where constraints in the specific absorption rate (SAR) is often the limiting factor, using an extra inversion RF pulse requires a drastic increase in the total acquisition time.

An alternative way to crush CSF signal with little signal loss for WM and GM would be to apply diffusion weighting. At body temperature, CSF has a diffusion coefficient of about $3.0 \, \mu m^2/\text{ms}$ and loses about 80% of its signal at a b-value of 0.5 ms/µm$^2$, while signal from brain tissue with a mean diffusion coefficient of about $1.0 \, \mu m^2/\text{ms}$ is attenuated by only 40% at that b-value. Signal suppression based on b-value is henceforth described as b-filtering method. In DWI, a possible drawback for this method is its impact on ADCs that would be estimated from curves only at higher b-factors. However, if enough SNR is available, diffusion decay curves can be considered as sum of exponential terms and the ADCs obtained should not deviate far from their true values.
6.4.2 joint Maximum Likelihood Estimate

MLE is a good way to estimate the true underlying signal, but still underestimates the underlying signal for SNR below 3 [226]. At high b-values, low SNR would result in biased estimation of the true signal. However, this bias in ML estimator is mitigated when the noise standard deviation $\sigma$ is known a priori. If $\sigma$ can be considered independent of the diffusion weighting then the ‘true’ signal $A$, at different b-values can be expressed as a function of the diffusion weighting, the diffusion coefficients and their volume fractions, $A(b, \vec{D}, \vec{F}) = A_0 \sum_{j=1}^{2} F_j e^{-bD_j}$. In this case, the log-likelihood of the observed decay curve is

$$
\log L(\hat{A}_0, \hat{\vec{D}}, \hat{\vec{F}}, \hat{\sigma}) \sim \sum_{i=1}^{N} \log I_0 \left( \frac{A(b, \vec{D}, \vec{F}).S}{\sigma^2} \right) - \sum_{i=1}^{N} A(b, \vec{D}, \vec{F})^2 \frac{2}{2\sigma^2} \tag{6.14}
$$

The modified likelihood function allows estimation of $A_0$, $\vec{D}$, $\vec{F}$, and $\sigma$ in a single step. Throughout this article, we refer to this method as the joint MLE (jMLE) method.

The jMLE method assumes homoscedasticity, and any violation would result in biased estimation of the apparent diffusion coefficients. However, if homoscedasticity is fulfilled jMLE provides a better estimation of the underlying parameters. When the signal is close to noise threshold MLE estimator is also biased [226], in which case noise estimation with jMLE is better than noise estimation at each b-value. jMLE also allows less number of repeated measurements at any particular b-value and reduces the total time required for such measurements. Similar methods have been previously used in the context of DTI [235] and for diffusion kurtosis imaging (DKI) [236] but these ignored the issue of heteroscedasticity.

Recently Kristoffersen has proposed using least squares fitting to the median or mode of the PDF, while still accounting for the underlying Rician distribution [237, 238]. He found that the bi-exponential model with a rejection fraction of 2.9% fared better than all other models compared [237]. A biexponential fit is fortunately also the most commonly used method to analyze diffusion at high b-factors [119, 120, 184]. At present it seems prudent and useful to analyze the data with MLE estimate and a biexponential fit.

This study explores the possibility of performing high field (7 T), high resolution (2 mm isotropic), and high b-factor ($b_{\text{max}} = 8$ ms/µm$^2$) DWI with acceptable accuracy and precision. CSF suppression through b-filtering is compared with more common FLAIR-based CSF suppression. Two different MLE methods are compared: in the first, MLE is calculated at each b-value, and in second, jMLE, the MLE is estimated for the bi-exponential fit.
6.4.3 Methods

Two protocols were run – one with and another without the FLAIR-based CSF suppression [233]. The diffusion time (Δ), gradient duration (δ) and TE were optimized to provide maximum SNR for a maximum b-factor of 8 ms/µm². The parameters used were: $TR/TE/\Delta/\delta = 3000/59/121/16$ ms giving 2 mm isotropic resolution. The bandwidth was 1930 Hz/pixel and the k-space was partially sampled at 5/8. Parallel imaging was not used.

The acquired region of interest extended superiorly from the dorsal surface of the corpus callosum. 16 diffusion weightings were applied in the anterior-posterior direction corresponding to $y$-axis. Gradients were incremented linearly in 16 steps from 6% to 95% of the maximal gradient strength such that b-values increased quadratically starting from 0.030, 0.137, 0.270, ..., 7.070, 8.0 ms/µm². Due to SAR limitations, the TR time for the FLAIR-based protocol had to be 8 s and TI was set to 1550 ms to suppress CSF. The measurement was repeated 16 times. The protocol with FLAIR took more than 34 minutes while the protocol without FLAIR took around 13 minutes.

All analysis steps were implemented in Matlab (The Mathworks Inc., Natick, MA). Diffusion decay curves were fitted to a biexponential model using the two MLE based methods described above. For the first method, data obtained from 16 repeated measurements at each b-value were used to find the MLE under the Rician distribution. The diffusional decay curves obtained after MLE were fitted to a bi-exponential decay function that minimized the weighted sum of squared residuals. The square of the standard error for the MLEs were chosen as the relative weight at each b-value. To ensure that a global minimum was found the fitting procedure was run 3 times with different starting values. For the second jMLE method, data for all b-values were used to estimate the diffusion coefficients, their volume fractions, and noise in a single pass. The data were also analyzed with b-filtering, such that b-factors less than 0.5 ms/µm² were removed from the fit.

6.4.4 Results

The merit of STEAM-EPI can be easily observed in the single shot DW images shown in Fig. 6.12. While diffusion weighting decreases the signal as expected, these single-shot images have a useful SNR at high b-factors. It is not uncommon for suppressed fat signal to show up at high b-factors, however no such artifacts are visible in these images. Fig. 6.13 shows MLE of the signal $S$ (top row), and the standard deviation of noise $\sigma$ (bottom row). Spatial heterogeneity is evident in the noise maps (Fig. 6.13, bottom row). The noise levels are comparable in WM and GM but elevated for CSF. For low b-value images (Fig 6.13 E,F), voxels neighboring CSF are also found to have higher noise levels. At a glance, it might seem that the higher noise level in CSF contaminated
Figure 6.12: Single-shot images at increasing b-values (left to right) acquired with DW-STEAM-EPI. The b-values are 0.03, 0.5, 3.8 and 8 ms/\(\mu\)m\(^2\). Diffusion weighting was applied in the anterior-posterior direction for all acquisitions.

Figure 6.13: Maximum likelihood estimate of the signal (top row) and standard deviation of noise (bottom row) obtained with 16 repetitions. The b-values are in increasing order from left to right (0.03, 0.5, 3.8 and 8 ms/\(\mu\)m\(^2\)).

voxels is related to higher signal. However, we find CSF contaminated voxels to have higher noise level even for the FLAIR-based protocol in which these voxels have lower signal than surrounding tissue.

Fig. 6.14 shows MLE of the signal (top row), and standard deviation of noise (bottom row) obtained for the same slice but with FLAIR based CSF suppression protocol. In these images, notwithstanding a drastic reduction in CSF contribution to the signal, CSF voxels still show elevated noise levels. As the b-value is increased, the CSF contribution to signal is rapidly diminished and the noise maps look homogeneous.

Fig. 6.15 summarizes this information in 2D intensity maps of mean estimated Rician noise at different b-values and signal intensities. For the data obtained with FLAIR, there is very little correlation: estimated Rician noise depends neither on the signal intensity nor on the b-value (Fig. 6.15A). For the data obtained without FLAIR (Fig. 6.15B), at low b-values the noise decreases with increasing b-factors. However,
Figure 6.14: Maximum likelihood estimate of the signal (top row) and standard deviation of noise (bottom row) for images acquired with FLAIR protocol. Voxels containing CSF contained very little signal but elevated noise levels compared to surrounding tissue. The b-values are in increasing order from left to right (0.03, 0.5, 3.8 and 8 ms/\(\mu\)m\(^2\)).

Figure 6.15: Intensity maps of the mean Rician noise estimated at different b-values and signal intensities. On the left (A) is obtained from data acquired with FLAIR based CSF suppression and middle (B) without FLAIR. Image C on the right is obtained with same data as B, but only for voxels with CSF-ratio < 3. Note that the x-axis the scale is not linear but monotonically increasing for 16 b-values measured.

This dependence mostly comes from voxels with CSF partial voluming. To assess the influence of CSF in physiological noise, we introduce a term ‘CSF-ratio’ defined as the inverse of the ratio between the signals with and without FLAIR protocol, both acquired at the lowest b-value (0.03 ms/\(\mu\)m\(^2\)). Since FLAIR suppresses around 90% of the CSF-signal and around 30% of the signal from WM and GM, a voxel with a CSF-ratio of 3 contains around 60% CSF in it. Fig. 6.15C shows expectation maps from the same data set as Fig. 6.15B but only for voxels with CSF-ratio less than 3. At low b-values there exists some noise elevation but this rapidly diminishes with increasing b-factor. For all b-values greater than 0.5 ms/\(\mu\)m\(^2\), the mean signal varied from 250 to 30 whereas
the noise had a small range between 7.5 and 9. The maps clearly reveal that variation in noise is only an issue at low b-values where physiological noise manifests itself in voxels containing CSF or CSF partial volumes. Removal of variations in noise with increasing b-values is encouraging: it suggests that CSF suppression with b-filtering could help mitigate CSF partial voluming and also remove heteroscedasticity across b-values. Demonstration of homoscedasticity along the diffusional decay curve also paves the way to pursue our predilection in using jMLE with b-filtering.
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**Figure 6.16:** Correlation maps of \( D_f \) (left, A), \( D_s \), (middle, B), and \( V_f \) (right, C) obtained using two different biexponential fitting methods. On x-axis is the jMLE fitting where Rician estimate as well as biexponential fit is done in a single run, on y is the fit done separately after maximum likelihood estimate of the signal at each b-value. The intensities are shown in logarithmic scale and represent number of voxels. The correlation is very high, only very few voxels show deviation in the values between the two methods.

**Fitting**

The data obtain using FLAIR-based CSF-suppression was used to compare the two fitting procedures. Since heteroscedasticity is not severe and there is little residual CSF partial voluming in this data, there should be little difference between the estimates obtained from two biexponential fitting procedures. Fig. 6.16 shows correlation between the parameters estimated from these two methods. As expected, for most voxels, the two methods provide almost identical results. This confirming that heteroscedasticity is not a problem and jMLE can be used as a reliable method.

Although few, there are some voxels where differences exist. Further analysis showed that these are voxels where the ‘true’ signal is very low at high b-values. As mentioned before, when the true signal \( A \) is close to the Rician noise \( \sigma \), then ML estimator is biased [226]. This bias further propagates during biexponential fitting, providing erroneous results. This can be seen in Fig. 6.17 which shows the mean difference between the parameters obtained from the two methods as a function of the SNR at the highest b-value. Deviation between the two methods is only apparent at low SNR, and increases with lower SNR.
High B-factors in vivo

Figure 6.17: Difference in $D_f$ (left, A), $D_s$ (middle, B), and $V_f$ (right, C) obtained using two different biexponential fitting methods. The intensities are shown in logarithmic scale and represent number of voxels. For most part the deviation is very small but gradually increases with decreasing SNR. This deviation can be attributed to the bias in ML estimator at low SNR.

6.4.4.1 b-filtering

Figure 6.18: Results for the biexponential fit parameters, before b-filter (left), after b-filter (middle) and with FLAIR (right). The top row is the slow diffusion component ($D_s$), the fast component ($D_f$) is in the second row and the third row shows volume fraction of the slow component ($V_s$). Without any filtering (first column), CSF partial voluming has affected many voxels. B-filtering (second column) largely mitigates this issue and the maps are comparable to those produced with FLAIR based filter (third column).
Figs. 6.18 shows maps of ADCs for the slow component $D_s$, (top row), the fast component, $D_f$ (middle row) and volume fraction of the slow component $V_s$ (bottom row) obtained without any filtering (first column), with b-filtering (second column) and with FLAIR based CSF suppression (third column). Fig. 6.19 shows CSF-ratio map for a representative slice. It was found that for voxels with very low CSF contribution (CSF-ratio $< 2$), the biexponential fits were similar (as expected) with or without FLAIR. For these voxels, b-filtering slightly underestimates all three: the $D_f$ by almost 5%, $D_s$ by almost 10% and the $V_s$ by 3%. However, as CSF-ratio increases, the estimated values for $D_f$ and $D_s$ obtained without CSF suppression are much larger. For these voxels b-filtering produces similar results to those obtained with FLAIR-based CSF-suppression. In the absence of b-filtering, overestimation due to CSF partial voluming were found to be the most severe for $D_f$.

![Figure 6.19: CSF-ratio map obtained by dividing signal intensities obtained at the b-value of 0.03 ms/$\mu$m$^2$ with another CSF-suppressed image at the same b-value. To show good contrast for gray and white matter regions the intensity threshold is limited to 10. All voxels with the ratio greater than 10 contain all their signal from CSF. As expected WM shows very little CSF contamination.](image)

Repeated Measurements

To obtain confidence intervals of our estimates, we computed the Hessian of the log-likelihood for the MLEs of each parameter. The negative inverse of this Hessian gave cumulative distribution function (CDF) of the estimated parameters. Maximum likelihood estimates are asymptotically normal - the confidence intervals are estimated by computing the inverse of the CDF under a normal distribution. Fig 6.20 shows the 95% confidence intervals for $D_f$, $D_s$ and $V_f$ respectively. As revealed in these images
the confidence intervals are rather narrow, indicating robust repeatability of these measurements. The median of the 95% confidence for $D_f$ was 0.19 for all voxels, but for most WM voxels with CSF-ratio $<2$, the mean 95% confidence is only 0.14. It is clear that the variability is higher in gray matter, particularly in regions neighboring CSF. This increase in uncertainty could be due to both higher noise in those regions or the insufficiency of the model itself. Nevertheless, the model holds well for voxels in white matter.

While 256 measurements for each diffusion decay curve allow the parameters to be estimated with high confidence, it might be expensive, time consuming or even superfluous to acquire so much data. To assess the possibility of using fewer data points, as a first approach, we selected a random subset of data for each b-value and computed the 95% confidence intervals for each case. Fig 6.21 shows the histogram of these confidence intervals for different number of repeated measurements (1, 2, 4, 8, 12). Increasing
number of repeated measurements indeed increases confidence in the estimates, making the histograms sharper. Even with 4 averages the median 95% confidence interval for $D_f$ and $D_s$ is around 0.3 and 0.1. This is acceptable and comparable with confidence intervals obtained for DTI parameters acquired for DTI parameters acquired more conventionally [239].

6.4.5 Discussion

This study explored an acquisition and analysis strategy for time-efficient high b-factor DWI. While most of the methods described here have been previously reported, several of them have not been widely used, and others have been overlooked altogether. STEAM-EPI, for instance, has been very rarely used for DWI in the brain. However, it is clear that it gains relevance with increasing field strength. The choice between spin-echo or stimulated-echo depends on field strength, desired b-value and the gradient strength. Data with high b-values and reasonable SNR are much easier to achieve with STEAM-EPI. Furthermore, compared with spin-echo methods, this sequence has a reduced SAR giving it further usefulness at high fields. If similar RF pulses are used, the SAR in stimulated echo is 40% less than in spin echo and 66% less than in twice-refocused spin echo. With the available gradients, stimulated echo is evidently more suitable for high b-factor DWI. The clarity of single shot images are proof of its quality. To my knowledge the images obtained with this method are so far the best in-vivo human brain images yet obtained at high b-factors and 2 mm isotropic resolution. It is worth mentioning that an isotropic voxel size of 2 mm contains almost half the volume of a 2.5 mm isotropic voxel (for comparison please refer to [119, 137]).

Another noteworthy observation from this study is in relation to physiological noise. It has been widely reported that physiological noise in DWI depends on signal magnitude. This study shows that the increase in noise baseline ceases at a b-value of around 0.5 ms/µm², suggesting that the origin of this elevation is mainly CSF. Apart from DWI, physiological noise is a nuisance in other MR modalities and correction schemes have been suggested [237, 240–243] Since an appropriate level of diffusion weighting successfully eliminates the noise due to CSF partial voluming, it can also be added to other imaging modalities such as fMRI. Although b-filtering reduces signal, the reduced CSF contribution and thus less physiological noise may still result in enhanced sensitivity in BOLD imaging. Previous studies using lower b-values (less than 0.1 ms/µm²) to remove vessel contribution have also reported on increased sensitivity [244]. We also find that while FLAIR based suppression still retains the elevated noise baseline, b-filtering gets rid of it completely. This noise is caused by flow effect during the inversion time used in FLAIR, which is not a problem for b-filtering. B-filtering also has the added benefit of adding no SAR contribution. For high field MR, b-filtering can replace FLAIR based
High b-value and long $\Delta$ *in vivo* suppression for all MR contrasts. With the increased sensitivity it can provide it could also find use in regular BOLD imaging.

While b-filtering is easy to include in other MR modalities, its use in DWI itself is not intuitive. When CSF partial voluming is not an issue, it is best to use all of the diffusion decay curves to estimate the diffusion parameters. A better approach is to use b-filtering where necessary. It is easy to obtain one image at low b-value using FLAIR based suppression, and to use this image to calculate the CSF-ratio. B-filtering can then be applied in voxels where the ratio is high, by excluding the low b-value data from the calculation of the diffusion parameters. Prudent use of b-filtering method can help mitigate problems due to CSF contamination without time and SNR penalty.

Another important issue addressed here is combining Rician distribution in the signal amplitude with the model for diffusion decay. This study used a biexponential fit but such the jMLE method can be performed with any other model. When heteroscedasticity is not an issue, a direct approach is better in estimating parameters than the two-step process in which MLE is obtained in the first step and the model is assessed in the second. If only four repetitions are needed to provide reliable estimates, then scanning in each diffusion direction could be done in around four minutes, allowing scanning with more directions in a reasonable time. Furthermore, since repeated measurements are not necessary for a single b-value, a model-dependent better sampling along the decay curve can be used. The only drawback of jMLE technique is its inability to compare between models. Parameters estimated from the jMLE fit depend on the model and using them to compare between models is not appropriate. In this case a better solution is to obtain noise threshold from low b-value data and use it as a given quantity while estimating MLE at low b-values. This method has been applied in the next measurement.

**Conclusion**

This study explored different ways to efficiently obtain and analyze high b-value data. We have also shown that physiological noise mostly arises from the CSF contribution to the signal, and can be effectively mitigated with sufficient diffusion-weighting.

For an efficient data collection, it is better to obtain more repetitions for data at high b-values that have a low SNR. However, due to physiological noise, the low b-value data had much more variance than a slightly higher b-value data. Fortunately, since diffusion decay curves are exponential, it is possible to remove such low b-value data from diffusion measurements without losing information. It was also found that such process actually helps to remove partial voluming from CSF.

The goal in the next experiment is to measure diffusion decay curves at long diffusion times and higher b-values.
6.5 DWI at high b-factors and long diffusion times

The non-monoexponential decay of diffusion signal at high b-factor is an unequivocal reflection of heterogeneity in the tissue structure. Nonetheless, the diffusion process in itself is a homogenizing phenomenon: if the transit time is long enough, the diffusing particles that start from a given position can be expected to be found in all clefts and corners of the tissue. At such extremely long times, the probability of finding a particle in any region is proportional to the fraction of total volume that the region occupies. In this limit, the central limit theorem applies and the resulting diffusion propagator is effectively be a Gaussian with diffusion coefficient $D_{t \to \infty}$ that is equal to the weighted mean of the diffusion coefficients in each region (Sec. 2.6.2).

It is axiomatically true that the diffusion coefficient is time independent once it reaches the long time limit, however, it is not trivial to estimate when this long time limit is attained. On one hand, the long time limit is extended due to structural complexity and on the other, it is shortened by increased diffusivity of the probing particle. In bulk liquid, the ballistic trajectory of particles, that occur in a time scale of nanoseconds quickly become Gaussian [245]. But if the medium is composed of several heterogeneous structure with low permeability the long time limit could be well beyond experimentally observable times. If the probing particle is a highly diffusive gas, then the heterogeneous compartments are quickly probed and the long time limit is attained faster. This interplay between diffusivity and structural complexity makes time dependent diffusion studies interesting and challenging. In the DTI measurement (Section. 6.2), it was found that the long time limit is not quite reached even for the diffusion time of 2 seconds, but some indication of approach towards Gaussianity was seen.

Using diffusion MRI in WM, very few studies have dealt with time dependence of the diffusion decay curves. In the simulations using anatomically correct boundaries, Chin et al. [246] concluded that exchange between intra and extra axonal water should result in a monoexponential diffusion decay curves for all $\Delta$ greater than 300 ms. Similarly, another Monte Carlo simulation by Fieremans et al. [247] performed for two-compartment exchange model in WM model showed that kurtosis, the deviation from Gaussian diffusion, attained a value close to zero when the simulated diffusion time was around 15 times the exchange time. The maximum reported exchange time in that study was 20 ms which again corresponds to the supposed long time limit of 300 ms.

Experimental findings however suggest otherwise. Measurements performed on excised spinal cord for diffusion times between 50 and 200 ms did not show any sign of the decay curves moving towards mono-exponential decay [138]. On the contrary, it suggested some restriction on the order of 8 to 10 $\mu$m. Similarly, for brain WM in vivo Nilsson et al. measured diffusion perpendicular to the fiber direction in corticospinal tract and reported clearly non-monoexponential decay for diffusion times between 64 and
256 ms [248]. They reported that the data could not be sufficiently explained without considering exchange between the two components but it was clear that long time limit had not been reached at 256 ms.

To our knowledge Nilsson et al.’s is the only study reported on human WM in vivo at such long times [248]. Their study reveals interesting facts about diffusion process and pose questions about the exchange mechanism between heterogeneous regions in WM. Including exchange to the two compartment model they obtained mean exchange time of about 300 ms. They also reported that ignoring exchange the estimated ADC of both the fast and the slow pool did not change with ∆. However, if the exchange time is around 300 ms, then how could diffusion decay curves obtained at ∆_{\text{min}} = 64 ms, and ∆_{\text{max}} = 256 ms be very similar to each other? Additionally, the relative volume fraction was also found to be independent of ∆ which suggests that there ought to be very little exchange at those times.

The availability of 7 T system and strong gradient coils allow us to perform high b-factor measurements with long diffusion times. The primary goal of this work is to obtain information about the behavior of water diffusion at large range of diffusion times and follow the evolution of estimated parameters. Since diffusion decay is less steep when measured radially to the white matter fibers, it is easier to obtain respectable SNR even for high b-factors. In this study the measurements performed in y-direction which is perpendicular to both the corpus callosum and the corticospinal tract that are the two major coherent fiber bundles in brain. We have explored maximum diffusion time of 1500 ms which is 5 times the exchange time reported by Nilsson et al. [248]. The features of the decay curves were first separately examined for each diffusion time, then Kärger equations for exchange was applied and then a linear fit between signal and $1/\sqrt{b}$ was performed. The last fit was used to distinguish if the major contributor to the observed non-monoexponential behavior was due to glial processes or tubular water.

### 6.5.1 Methods

Three volunteers were measured. Images were acquired with 2 mm isotropic resolution using 2D single shot DW-STEAM-EPI. The acquisition bandwidth was 1930 Hz/pixel and the k-space was partially sampled at 5/8. The diffusion times (∆) used were 75, 150, 300, 675, 1500 ms. For all the measurement times the echo time varied between 33 and 48 ms. To accommodate many slices for long ∆ measurements, the repetition time (TR) had to be varied between 4.5 and 6.5 seconds. However, $T_1$ of the tissue is around 1500 ms and difference in TR times does not affect the results. Even for these relatively long TR we could only acquire 4 slice for the longest diffusion time of 1500 ms.

14 diffusion weightings were applied in anterior-posterior direction corresponding to y-axis. Gradients were incremented linearly in such that b-values increased quadratically.
To improve SNR, images with high b-factors were repeated more often than images with low b-factors. For instance, b-value of 0.7 ms/μm² was repeated 6 times whereas 15 ms/μm² was repeated 15 times. A total of at least 126 scans were performed for each ∆ except for 1500 ms where 168 scans were performed. To select coherent single fiber population a DTI measurement was additionally performed in the same session. Only the single fiber WM voxels selected by the DTI measurement were investigated.

The MLE was performed independently at low b-value data and for the high b-value data, the noise from the low b-value data was taken as a known value. Initially bi-exponential fits were performed for all curves obtained at different ∆s. These results obtained from these individual fits are reported and role of exchange is discussed. The decay curves from all ∆s were also combined and fitted with a two-component fit including exchange using Kärger’s exchange formulation.

To discriminate between possible sources of the non-monoexponential decay, the signal at high b-factors was also fitted to a $1/\sqrt{b}$ dependence for each ∆.

### Results

![Maps of $D_s$ (top row), $D_f$ (second row), $V_s$ (third row) and $S_0$ (bottom row) obtained with biexponential fits for at different diffusion times. The diffusion times are in ascending order from left to right 75 ms, 150 ms, 300 ms, 675 ms, and 1500 ms.](image)
For each $\Delta$, the curves could be described well with biexponential fits. Fig. 6.22 shows typical maps of fast ADC ($D_f$), slow ADC ($D_s$) and volume fraction of $D_f$ ($V_s$) obtained for different $\Delta$s. For the fast diffusion coefficient $D_f$ and the slow diffusion coefficient $D_s$, the maps are very similar for different $\Delta$s although the longest time of 1500 ms was 20 times longer than the shortest time of 75 ms.

The results were quite close to expectations that could be drawn from the DTI measurements reported in section 6.2 and the high b-factor measurements in section 6.3. The biexponential fit from the previous measurement had shown that the $D_f$ and $D_s$ differed by an order of magnitude. The DTI data had shown very small decrease in ADC with increasing diffusion time: to get the same ADC, a huge drop in $D_f$ could not be expected. The $D_s$ was already close to zero, any small change would not be significant to affect ADC.

As expected, the fast diffusion coefficient $D_f$ decreased slightly with increasing $\Delta$ and the slow diffusion coefficient $D_s$ showed very small time dependence. But, the relative volume fractions showed a clear dependence with diffusion time. Fig. 6.23 shows $V_s$ for all fiber angles and different $\Delta$s measured. In the parallel direction we see that there is a small drop from 0.15 at 75 ms to around 0.1 at 1500 ms. Although $V_s$ is fairly small, still even at 1500 ms MwB fit was not sufficient to describe the diffusion decay curves and biexponential fit had to be performed. The change in $V_s$ is more prominent with increasing angle between the gradient direction and the fiber orientation. For fibers orientated close to 90° to the y-axis, $V_s$ is about 0.5 at 75 ms and drops to around 0.3 at 1500 ms. A decreasing $V_s$ with increasing $\Delta$ is a strong indication that exchange has played a role in determining the diffusion decay curves.

### 6.5.2.1 Exchange

Encouraged by a clear indication of exchange, the data from all $\Delta$s were combined and fitted with a two-component fit including exchange. For comparison, a simple biexponential fit was also performed for this combined data. Exchange equations do not account for decrease in the ADC due to restrictions. Therefore, theoretically applying Kärger model to our data might require additional parameters to account for decreasing ADC with increasing $\Delta$. However, given the decrease in ADC are very small, adding such parameter would unnecessarily complicate the model without adding much value in understanding of the data.

As expected, the biexponential fit could not fit the combined data. However adding the exchange parameter considerably improved the fitting procedure. Fig. 6.24 shows the reduced $\chi^2$ values obtained from the fits with and without including exchange. It is observed that including exchange is only relevant when the measured direction is perpendicular to the fiber orientation. When the measured direction is perpendicular
Figure 6.23: Volume fraction of the slow component (solid lines) against diffusion time for different fiber orientations. As the diffusion time is increased the volume fraction decreases steadily. However, a significant fraction still remains even at the longest diffusion times. The dotted lines are standard deviation of the data.

Figure 6.24: Reduced $\chi^2$ values with and without exchange.

to the fiber orientation, inclusion of an extra exchange parameter results in a four-fold improvement in the fit. But in the parallel direction, there is almost no improvement and the biexponential fit seems fairly sufficient to describe the decay curves for all directions. This is also reflected in the exchange value obtained from the fit. Fig. 6.25a is the scatter plot of the exchange parameter against the angle made by the WM fiber
with the measured y-axis. For small angles the estimated value almost always hit the upper limit of 15000 ms. In parallel direction the biexponential fit is already good and adding exchanging will not contribute much to the goodness of the fit (see Fig. 6.24). Even when the upper limit was raised to $10^6$ ms, many voxels in parallel direction still hit the upper limit. Since the maximum diffusion time in this study was 1500 ms, higher values are beyond meaningful estimation. When the angle is more than 50° the exchange times get smaller and within 90° it reach a mean value of around 1500 ms and a median of about 1250 ms. Fig. 6.25b shows the histogram of exchange times when the diffusion direction is greater than 80° further from the fiber direction. Since there is a long tail in the exchange time distribution, the median of 1250 ms is probably a more meaningful number than the mean.

An interesting feature in Figs. 6.23, 6.24, and 6.25 is the transition around 50° or perhaps 45°. It seems that at this point the biexponential fitting switches from one kind of two compartment system to another. Until this point $V_s$ is relatively flat but then it starts accounting for the increased volume fraction that is restricted in the perpendicular direction. Similarly, when all the data were combined (Fig. 6.24), the biexponential fit still performs fairly well until around the transition point and then it fails to fit the curves and exchange has to be included. The estimated exchange values are then relevant only after 50° angle.

This transition around 45° is when the axonal contribution to the slow component has to be accounted for. Taking the intra-axonal ADC in the parallel direction to be around 1 $\mu$m$^2$/ms, its ADC at 45° would be 0.5. Therefore, at a b-value of of 5 ms/$\mu$m$^2$, the signal contribution from axonal water would already be very small. These high b-value
High b-value and long $\Delta$ in vivo

data can be used to differentiate between the two possible compartments that could have contributed to the slow component (i) tubular water and (ii) water in glial processes.

6.5.3 High b-factor signal as function of $1/\sqrt{b}$

The major feature of glial water is its isotropy. If the slow water arising in parallel direction is mostly due to glial processes, then the decay curve at high b-values should show a $1/\sqrt{b}$ dependence independent of the small variation in angle. In this case, for high b-factor ($b > 5$ ms/$\mu$m$^2$) measurements parallel to the fibers (up to around 45°), a linear fit between $1/\sqrt{b}$ and the signal should produce a slope that is relatively independent of the measurement direction. From Eq. 4.2, it is clear that when diffusion perpendicular to the processes is close to zero, the slope of this fit would be equal to $V_{gp} \sqrt{\pi/2} \sqrt{D_{gp}}$, where $V_{gp}$ is the volume fraction of the glial processes and $D_{gp}$ is the diffusion coefficient of these processes in the direction along their main axis. If the contribution is mostly from tubular water, then such a fitting procedure is not meaningful and should show a clear direction dependence.

![Figure 6.26](image)

**Figure 6.26:** Direction dependence of the slope of high b-factor signal against inverse square root of b-values. The fit is only meaningful for measurements near parallel direction where axonal water does not contribute to the signal. There seems to be no direction dependence between 0 and 50°. This suggests that the signal at high b-factors mostly arises from an isotropic distribution of glial processes. The y-axis in this figure corresponds to $V_s/\sqrt{D_{||}}$, where $V_s$ is the volume fraction of the glial processes and $D_{||}$ is the ADC in the direction parallel to each process. On the right is the result from a linear fit. On the left is the result when the fit was forced to pass through the origin.

Fig. 6.26 shows the slope of the curve obtained by fitting the signal against $1/\sqrt{b}$. On the left side is the shows the slope obtained by fitting the signal for b-factors greater than 6 ms/$\mu$m$^2$ to $\sqrt{\pi/2\sqrt{b}}$ (Eq. 4.3). Since the processes only occupy some volume fraction of the total signal the value of the y-axis is the ratio between their volume fraction ($V_s = V_{gp}$) and $\sqrt{D_{||}}$. Since an increase in $D_{||}$ is not possible with increasing $\Delta$, $V_{gp}$
must be then assumed to be decreasing with increasing diffusion times. This is plausible due to exchange at such long times.

On the right side of Fig. 6.26 the same fit is shown, but this time the fit is strictly forced to pass through the origin so that Eq. 4.3 is forced. In this case the values obtained between different ∆s are closer together.

Nevertheless, it is clear from these curves that indeed the signal can be expressed as a function of inverse root of b-values. For a long range of angles, the values are independent of the direction measured. This strongly suggests that the signal is indeed mostly contributed by water molecules residing in the processes of the glial cells.

Discussion

This study shows that a monoexponential fit is not sufficient even at very long diffusion times, neither in parallel nor in perpendicular direction. This finding is different to that mentioned by Nilsson et al. where they reported a monoexponential fit for diffusion in parallel direction. They mentioned that this could mainly be due to SNR limitations which is probably the case.

Unfortunately, the necessity of the non-monoexponential diffusion decay curves in the parallel direction has been grossly overlooked by many present day modeling schemes. In light of a present result that shows a persistent non-monoexponential behavior across all diffusion times, the information obtained from complex models that omit an essential feature need to carefully assessed.

The most interesting trend is reflected in V_s which continuously decreases with increasing ∆. When V_s is close to unity or zero then the data is basically monoexponential. Thus, a move towards unity showed that the diffusion pools are indeed mixing at longer ∆ but the mixing is not as fast as those used in simulation studies[246, 247].

After applying the Kärger model for exchange we find that the exchange is only meaningful when diffusion direction was perpendicular to the fiber direction. In the perpendicular direction there is significant exchange between the ‘slow’ and the ‘fast’ water pools and the median exchange time was around 1250 ms. However, the ‘slow’ pool found in the parallel direction has a rather long residence time. This pool does not exchange much and showed an exchange rate less than that of the axonal water.

Water trapped in some long microtubules might have long residence times. But, these are very rare and microtubules with 13 nm inner diameter could not possibly hold enough water to account for such a significant slow water contribution at these extremely long times. Therefore, the water in the tubules are probably not the primary contributor for the slow diffusion component observed in the parallel direction.

The only option available was the water residing in the glial processes. Glial processes are long and narrower than the axons. If the glial membranes are not so permeable to
water then the it is possible for the water there to reside within the processes - even longer than axonal water. After all, axonal water has exchange sites at nodes of Ranvier that appear every 50-100µm whereas the glial processes, both for oligodendrocytes and astrocytes, have exchange site only at their end feet or the cell soma [249, 250].

Given the more of less isotropy of the glial processes, it follows that the ‘slow’ pool in the perpendicular direction is composed of two different water pools: axonal water, and glial processes. Most of the slow water pool in the perpendicular direction should be the intra-axonal water.

The signal dependence at high b-factors also provide additional support to the conjecture that the glial processes are indeed the primary contributor to the slow diffusion component in the parallel direction. For measurements significantly away from the parallel direction, as long as the axonal water contributed very little to the signal, the slope of the signal again $1/\sqrt{b}$ was found to be independent of the angle. The relative independence of the slope for different measurement angles is characteristic of a isotropic system.

Given that water in the glial processes is difficult to separate from the axonal water in the perpendicular direction, the exchange time between intra and extra-axonal water is perhaps slightly overestimated. If 10% volume fraction of the glial processes is accounted for, the exchange time between the intra and extra-axonal water could be down to around a 900 ms.

### 6.5.4 Conclusion

To my knowledge, this is the first study of human brain in vivo done at such high b-factor and long diffusion times. The persistence of non-monoexponential diffusion decay at very long time is a clear proof that the diffusion in WM is compartmental. For the range of diffusion times in our study a significant exchange happens between intra and extra-axonal water but very little exchange is seen for the water inside the glial processes.

From this study three major issues can be addressed: (i) Three components is necessary to describe diffusion decay curves. (ii) Exchange time between all water pools are relatively long but exchange formulation is necessary for proper data fitting at long times. (iii) The slowest of water pool shows isotropic behavior and are most likely water residing inside the glial processes.

---

When the water in the glial processes end up in the glial soma, it is not exchange between compartments through membranes, but it is still exchange from the perspective of diffusion. The molecules are now not restricted to move in the direction that they were previously moving. The diffusion dimension is increases, which causes and increased ADC.
Chapter 7

Conclusions and Outlook

General Discussion: On the origin of diffusion MRI signal in the brain white matter

In light of the series of preceding measurements, a unifying picture evolves for the diffusion MRI signal in brain WM. The diffusion MR signal can be thought of as arising from five major water pools: (i) myelin water (ii) tubular water (iii) axonal water and (iv) extra-axonal water (v) water in the glial processes.

Myelin Water  The first water pool is water in the compact myelin. This water fraction resides within the layers of myelin that wrap the axonal lumen and is relatively isolated. The myelin layers contain a relatively high volume fraction of sphingomyelin and cholesterol that make them fairly impermeable to water molecules. Since water is narrowly confined between the two lipid surfaces, it is mostly the hydration layer that are ordered and have greatly reduced dynamics. This fraction of water has slow diffusivity in all directions.

By virtue of the confinement, myelin water is also expected to have a reduced $T_2$ as well as a freezing point depression. The measurements in the excised porcine corpus callosum showed that the ‘unfrozen’ water fraction had a reduced $T_2$. This in my knowledge is the first direct measurement of myelin water. Due to its short $T_2$, myelin water is only visible at short echo times measurements.

Tubular Water  Like myelin water, mobility in the second pool is also very ‘slow’ in all directions. But their $T_2$ times are longer. For measurements at long echo times when myelin water is no longer visible, this water population can be distinguished as remaining slow water pool. We assign this pool to water associated with neuronal microtubules together with some other water trapped in small clefts. Microtubules with a packing density of around 70/µm², extend up to hundreds of micrometers in
length and form bundles known as stress fibers [180, 181]. They proliferate all cellular structures, but within axons they are found to be more dense and linearly organized. The water molecules in the vicinity of such nano-scale tubular structure experience a large effective surface to volume ratio. With 13 nm inner diameter almost a third of the water residing inside the microtubular lumen is hydration water in contact with the cylindrical walls. Mobility of this two-dimensionally restricted water inside the microtubules is also hindered by the macromolecules that fill up the lumen. Due to surface interactions, interfacial water is expected to experience a significant drop in its diffusion properties [58]. The water trapped in the inner section of the microtubules have negligible diffusion in the transverse direction so little exchange is expected between them and the water outside. They are also covered with wispy radial outgrowths [251] that trap water as clathrate guest. Introduction of colchicine, an microtubule destroying drug has been found to increase intra-axonal ADC only in the direction parallel to the fibers [77].

A study from Beaulieu and Allen [107] reported that the presence of neurofilaments is not the main determinant to diffusion anisotropy in WM. Filament water has very slow diffusion coefficient in all directions and a small volume fraction, therefore, although the reduction in ADC is not very high, the obstructions still should contribute to some anisotropy of the water inside. Intermediate filaments that are also found to be densely packed in the oligodendritic processes. Our measurement was not able to directly measure diffusion parallel to these processes, but for our observations restrictions due to filaments was not necessary to explain the signal behavior.

The tubules, filaments and also some water trapped in membranes can be together grouped as hydration water. In literature, they have also been put forth as the main reason for slow diffusion in brain [82]. The measurements performed at very long times showed that non-monoexponential decay persisted at even such long times and was relatively stable against perturbations in diffusion times and gradient strength. This showed that these microscopic structures perhaps play a bigger role in the reduction of the ADC but not a major role for non-monoexponential signal behavior.

**Axonal Water** The third water pool is assigned to the water residing inside the axonal lumen. The diffusion in this pool is highly anisotropic - the water molecules can move reasonably fast parallel to the fiber direction, but are restricted radially. In the parallel direction the axonal water is associated with the fast component but in perpendicular direction it is associated with the slow component. If the intra-axonal water is fairly restricted, then its radial ADC is expected to be very small for all feasible diffusion times [252]. Although diffusion is restricted in the perpendicular direction, due to fiber dispersion [229], axonal undulation and other non-linear features in the tissue structure, there will be some residual ADC even when the mean fiber direction is perpendicular to
the measured diffusion direction. As previously mentioned, dispersion of axonal fibers, is expected to result in an elevated radial ADC that is around 6% of the axial ADC.

The myelin forming phospholipid bilayers are expected to have low permeability coefficients across the bilayer and myelin layers are also not known to have aquaporins. It is also known that in WM, radial ADC is increased in the absence of myelin [76, 185, 253].

The myelin layers do not allow free-mixing of intra and extra-axonal water pools so most exchange probably takes place through the node of Ranvier. The node of Ranvier is the primary site for astroglial contact and contains dense clusters of ion channels. However, the nodes are relatively sparse - approximately 1000 nodes are present in a meter long myelinated nerve fiber. They occupy about one thousandth of the axonal surface area [91]. On average the intra-axonal water has to travel long distances before mixing with water in the extra-axonal water which is reflected in long exchange times estimated. A Monte Carlo study that assumed exchange between intra and extra axonal water only through nodes of Ranvier concluded that Kärger equation was sufficient to model such exchange [254]. Their simulations resulted in intra-axonal exchange times that were in the order of thousands of milliseconds [254]. These values are similar to our findings. The inter-nodal distance is known to be closely related to axon caliber [92] and axon diameters in primate CNS are known not to follow a normal distribution [255]. Therefore, a large variability in the exchange time is not too surprising. It is noted that variations in the inter-nodal distance might not be fully grasped with a single exchange parameter.

The periaxonal space filled with extra cellular fluid is still located in the cylindrical region inside the myelin layer. The water residing in the periaxonal space have to traverse a long radial distance before getting out of the myelin encased region. Therefore, for diffusion purpose the water in this space should also be considered in the same pool as intraaxonal water.

**Water in Glial Processes** The water in the glial processes have many similarities to the axonal water. Inside the processes they encounter many cytoskeletal proteins and cell organelles that act as hindrances to their motion. These hindrances are also aligned along the direction of the processes, so that they might contribute to some anisotropy. However, the most prominent features are probably the membranes that do not let the water molecules escape.

But unlike axons, the glial processes are not coherently oriented but more or less randomly distributed. In a geometric sense, a fraction of these glial processes are always parallel to the measured direction and a part is always perpendicular. Thus they contribute both to the fast and the slow pool.
The glial processes are the major contributors to the non-monoexponential signal in the parallel direction. Together with the axons, they also contribute to some of the slow fraction in the perpendicular direction.

**Extra Axonal Water** The last pool comprises of water that is relative free in all directions but still has some anisotropy. Parallel to the fiber direction its value is around 60% of free water (See Fig. 6.8) which is equivalent to a tortuosity of $0.6^2 = 0.36$. Perpendicular to the fiber direction the diffusion coefficient of this pool is about half its value in the parallel direction. When measured perpendicular to the fibers, this is the only pool that contributes to the fast component and can be easily distinguished from other pools.

The extra-axonal space houses neuroglia - a vast multitude of cells including microglia, and somas of astrocytes and oligodendrocytes. The extracellular space which is very small is also part of this compartment. Extra-axonal volume is mostly occupied by astrocytes and oligodendrocytes. The water inside these glial have enough room within them, so that they are likely to be indistinguishable from the first pool of water. Perhaps, at very long time, the water in these cell bodies face some restrictions from the cell wall which might be the cause of decreasing ADC with increasing diffusion time. However, such predictions are probably still beyond our present measurement techniques.

### 7.0.5 Volume Fractions

The volume of different cellular substructures of the WM have been studied in detail. However, the volume of water contained in these structures lacks in-depth studies. Water density is thought to be uniform throughout the brain, occupying the all the void spaces between the macromolecules.

The volume fraction of the myelin water estimated from porcine corpus callosum was about 19% from $T_2$ measurements and about 14% from freezing. The lipid bilayers are about 5 nm thick and the periodicity of myelin is about 16.6 nm. Water in found in two layer with total thickness of 6.5 nm. This makes the water content of myelin to be around $13/32$. The myelin water fraction is also similar to what has been previously reported in literature [170].

The volume of myelin hints on the volume of the axons. The ratio between diameter of axon and the fiber diameter including both axon and myelin layers is called a g-ratio. The g-ratio is considered imported for saltatory conduction in the axons. In brain WM the g-ratio is around 0.78 [256]. Ignoring the periaxional space which has very small volume compared to the axonal water, the ratio between axonal volume and the myelin volume is then $0.78^2 : 1 - 0.78^2$. Since the axonal lumen is cytoplasmic, due to macromolecular crowding around 75% volume is occupied by water [80]. This means the ratio between axonal water and myelin water is almost about 5:2. Considering the myelin
water fraction to be around 16.5% (mean of 14 and 19), we get axonal water fraction to be about 40%. Rest of the water is in the extra-axonal space and glial processes is then about 54%.

The relative volume fraction of the extra-axonal water as estimated from the perpendicular direction is slightly more than 50% (Fig. 6.8 and Fig. 6.23). This is congruent with anatomical findings: in optic nerve, myelin, axons and extra-axonal space and glial processes have been reported to occupy 25%, 32%, 23% and 20% of the WM volume [83]. Since myelin water has negligible signal contribution at long echo times, ignoring myelin water, intra and extra axonal water should contribute to the total signal at a 60/40 volume ratio. Additionally, the glial processes should contribute a similar volume fraction of the signal like the glial soma. In a biexponential fit, the glial process contribute both to the fast and the slow component.

### 7.0.6 Problems with exponential decays

![Figure 7.1: Proximity between biexponential and monoexponential decay curves.](image)

The difficulty of distinguishing different water pools is largely due to the exponential nature of diffusion decay curves. It is well known that fitting data with sum of exponential decays is ill-conditioned problem. Since the data decays exponentially, obtaining meaningful results require sampling of the decay for few orders of magnitude. For example, Fig. 7.1(left) shows two diffusion decay curves, one arising from two diffusion coefficients \( D_f = 2.0 \) and \( D_s = 1.0 \) and the monoexponential decay is from a single component with \( D = 1.5 \). Right: the biexponential decay arises from two components \( D_f = 0.1 \) and \( D_s = 0.01 \) and the monoexponential decay is from a single component with \( D = 0.045 \).
monoexponential fit with ADC = 0.045 fits the curve fairly well: difference between the two curves is also never more than 0.03. In both cases, differentiation is further complicated with the addition of a third component.

A useful measure arising from this work is the possibility of distinguishing the glial processes, without necessarily treating the data as Gaussian mixture. Since the diffusion along the processes can be considered to be fairly constant, for clinical measurements with a fixed diffusion time, a measure of the volume fraction of the glial processes can be easily obtained from a process similar to that described in the last experimental section.

7.0.7 Are we really measuring diffusion compartments?

The answer is yes. There are many tiny yet complex structures in the WM. Diffusion is sensitive to tiniest differences in structures, and yet what we observe is an ensemble average behaviour from all the spins that are in our region of interest.

Compartments are simply spatial heterogeneities that are too small to be individually detected but big enough for diffusing particles to not be able to sample all of these spaces in the given time. The diffusion decay curves in the WM are rather robust and do not show sharp changes with increased time, gradient strength or temperature within the limits of our measurement.

An exception was the application of very strong gradients perpendicular to the fiber orientation in \textit{ex vivo} measurement. In that case, a sharp unnatural drop in signal was seen with increasing gradients. At first this was exciting and quite some effort was invested to see if they were truly diffusion-diffraction pattern observed in q-space imaging. However, the signal drops were very much affected by TE and the gradient peak strength.

7.1 Implication of this work

The aim of this work was to better understand diffusion process in brain WM and how that could relate with the measured signal in diffusion NMR measurements. The exponential nature of the decay curves makes it very hard problem to properly quantify measures of interest. But, at the same time it also allows modeling it with many downward sloping curves. This has allowed for many models to be available.

Since the physics behind the observed decays is not so obvious, models describing unlikely phenomenon are also likely to explain the signal - as long as they satisfy the first condition of being monotonically downward sloping. Technically, even in complex systems, the time evolution of diffusion coefficient itself is enough to characterize diffusion process, however, selection of proper measurement parameters are often hard to estimate. This makes comparisons between models very difficult. Experiments performed
during the course of this work provide additional understanding in the diffusive process itself. Modeling has been intentionally avoided.

The main finding stands as the contribution of the glial processes in the non-monoexponential behavior of the diffusion signal.

The inclusion of isotropically distributed glial process should greatly simplify the modeling process. For example, the three dimensional diffusion propagator can be described with just three components: axonal water, extra-axonal water and the water in the glial processes. The axonal water is just one parameter defined along the fiber and could be zero for perpendicular direction. The extra-axonal water is a tensor, with the primary eigenvector parallel to the axonal direction. The glial-process water is a isotropically distributed signal which also just needs a single parameter to be defined. Such modeling is indeed less complicated than current models that use multiple Gaussians to explain the signal decay [148]. Above all glial processes are physical structures and their relevance in the signal behavior does not require introduction of any new concept.

The finding that the glial processes are major contributors to non-monoexponential behavior also affects models that try to describe the diffusion decay data. One such model uses kurtosis in parallel and perpendicular direction to measure diffusion in the intra- and extra-axonal space [203]. With two simple measurements, this modeling procedure promises to provide useful information on the tissue micro-structure and pathology. Inclusion of the signal contribution from the glial processes should be further helpful to make such modeling more specific to the tissue properties. One particular example is the kurtosis in the parallel direction. The kurtosis in the parallel direction can be easily explained by a the signal contribution due to the glial process. However, in Ref. [203], it has been explained by a difference in the ADC between intra- and extra-axonal water. To be consistent, the intra-axonal water had to be considered almost half as slow as the extra-axonal water. Considering WM tissue architecture, it is very difficult to believe that axonal-water that face no direct restriction in the axonal direction could be slower than the water residing in the extra-axonal space where they encounter membranes in the parallel directions as well.

The work presented here should also have an impacts on the models that already exist in literature and to some that have been used in clinics. The first is the measurement of axonal diameters [146, 257]. The measurements at long times show that measurements perpendicular to the WM fiber direction look very similar between diffusion times of 75 ms and 150 ms and even as long as 1500 ms. The signal is almost always a mixture of multiple compartments with freely moving compartments contributing more to the signal decay than restricted ones. Perhaps it is not a good idea to depend on the non-monoexponential diffusion decay curves to estimate axonal diameters.

\[ \text{If the processes themselves follow a random walk then the random walk on those random walk has its own time dependent behavior} \]
The DTI measurements at long diffusion times also showed that the diffusion in brain WM was probably not fractal in nature. It was also noted that fiber dispersion could not be the cause of non-monoexponential diffusion decay in the parallel direction. The body of this work also dealt with the issue of hydration water being responsible for the slow diffusion decay. Presence of a persistent non-monoexponential signal decay at very long diffusion times was taken as a suggestion that these are not the major contributors to the non-monoexponential diffusion decay that is seen in the literature.

The temperature dependence of the diffusion compartments in the brain WM was performed for the first time. Although the activation energy of the slow pool might have mixed information from different pools. Activation energies of both the pools and thereby the activation of the ADC in brain WM is less than that of pure water. Temperature dependence of diffusion is a well established physical phenomenon, but its use in clinic is not heard of. Further research in this direction could find ways to characterize tissue pathology in biopsies.

During the course of this work two main findings that are not directly related to the main body of this work were (i) verification of myelin water as the short $T_2$ technique using freezing technique, and (ii) verification that the physiological noise in the brain is mostly due to CSF contribution.

Towards efficient measurement and analysis, I showed that once the correct model is known, using the model together with the Rician noise parameter is a better and more efficient way to fit the data.

### 7.2 Further verifications for the contribution from glial processes?

The conclusion presented in this thesis is already based on measurements that could be performed with basic diffusion measurements. Thereby, further verifications of this phenomenon would require measurements that combine two measurements into one.

A simple method is to use isotropically weighted diffusion gradients in a single measurement. If the isotropically weighted signal approaches zero at relatively small b-factors, it shows that there is no diffusion pool that is completely restricted. This would be a direct proof of a lack of isotropically restricted component but not a proof for the glial processes to be a major cause of non-monoexponential signal decay.

While isotropic weighting applies diffusion gradient in all directions, one could do a similar measurement with double PFG gradients. Diffusion weighting in parallel direction can suppress signal from extra- and intra-axonal water leaving only water from those glial processes that are more or less perpendicular to the gradient direction. Application of another set of gradients should then show anisotropy but in the direction
perpendicular to the main fiber direction. The tensor would also be oblate - like a disc, higher diffusivity perpendicular to the fiber and lower parallel to it. The initial gradient directions can also be at an angle to the fiber direction. As in our last measurement, the signal can still be suppressed with appropriate diffusion weighting. It should be noted that such measurements require high SNR.

In my opinion, the conclusions arrived in this thesis and the experiments performed have been fairly minimalist. The power in these measurement techniques come from their simplicity that require minimal data manipulation, processing and modelling. By the way of measurements, this thesis shows that diffusion MR at high field in vivo is possible and perhaps stands to further benefit from better understanding of the tissue microstructure that are relevant to the measurement.
Bibliography


[121] Mulkern R, Haker S, Maier S. On high b diffusion imaging in the human brain:
1162.

[122] Assaf Y, Cohen Y. Assignment of the water slow-diffusing component in the central
nervous system using q-space diffusion MRS: Implications for fiber tract imaging.


[126] Mulkern R V, Vajapeyam S, Haker S J, Maier S E. Magnetization transfer studies
of the fast and slow tissue water diffusion components in the human brain. NMR

[127] Inglis B, Bossart E, Buckley D, Wirth III E, Mareci T. Visualization of neural
tissue water compartments using biexponential diffusion tensor MRI. Magnetic
resonance in medicine 2001;45:580–587.

[128] Clark C, Hedehus M, Moseley M. In vivo mapping of the fast and slow diffusion

diffusion tensor analysis of human brain diffusion data. Magnetic resonance in

Korczyyn A, Graif M, et al. High b-value q-space analyzed diffusion-weighted MRI:

[131] Assaf Y, Mayzel Oreg O, Gigi A, Ben Bashat D, Mordohovitch M, Verchovsky R,


Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>Apparent Diffusion Coefficient</td>
</tr>
<tr>
<td>BwB</td>
<td>Biexponential with Baseline</td>
</tr>
<tr>
<td>CPMG</td>
<td>Carr-Purcell Meiboom Gill</td>
</tr>
<tr>
<td>CSF</td>
<td>Cerebro-Spinal Fluid</td>
</tr>
<tr>
<td>CHARMED</td>
<td>Composite Hindered And Restricted Model of Diffusion</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function</td>
</tr>
<tr>
<td>DSI</td>
<td>Diffusion Spectrum Imaging</td>
</tr>
<tr>
<td>DTI</td>
<td>Diffusion Tensor Imaging</td>
</tr>
<tr>
<td>DWI</td>
<td>Diffusion-Weighted Imaging</td>
</tr>
<tr>
<td>DKI</td>
<td>Diffusion Kurtosis Imaging</td>
</tr>
<tr>
<td>EPI</td>
<td>Echo-Planar Imaging</td>
</tr>
<tr>
<td>EAP</td>
<td>Ensemble Average Propagator</td>
</tr>
<tr>
<td>FLAIR</td>
<td>Fluid Attenuation Inversion Recovery</td>
</tr>
<tr>
<td>FA</td>
<td>Fractional Anisotropy</td>
</tr>
<tr>
<td>FID</td>
<td>Free Induction Decay</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width at Half Maximum</td>
</tr>
<tr>
<td>fMRI</td>
<td>functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>GM</td>
<td>Gray Matter</td>
</tr>
<tr>
<td>HARDI</td>
<td>High Angular Resolution Diffusion Imaging</td>
</tr>
<tr>
<td>ILT</td>
<td>Inverse Laplace Transform</td>
</tr>
<tr>
<td>jMLE</td>
<td>Joint-Maximum Likelihood Estimate</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum Likelihood Estimate</td>
</tr>
<tr>
<td>MwB</td>
<td>Monoexponential with Baseline</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>PFG</td>
<td>Pulsed Field-Gradient</td>
</tr>
<tr>
<td>PGSE</td>
<td>Pulsed Gradient Spin Echo</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SAR</td>
<td>Specific Absorption Rate</td>
</tr>
<tr>
<td>SE</td>
<td>Spin Echo</td>
</tr>
<tr>
<td>STEAM</td>
<td>Stimulated Echo Acquisition Mode</td>
</tr>
<tr>
<td>TrSe</td>
<td>Twice-refocused Spin Echo</td>
</tr>
<tr>
<td>WM</td>
<td>White Matter</td>
</tr>
<tr>
<td>MBP</td>
<td>Myelin Basic Protein</td>
</tr>
<tr>
<td>PLP</td>
<td>ProtoLipid protein</td>
</tr>
<tr>
<td>MAG</td>
<td>Myelin Association Glycoprotein</td>
</tr>
</tbody>
</table>
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