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The top coloured image shows a magnetic domain configuration of a rectangular ferromagnetic platelet (5 µm × 3 µm × 20 nm) exhibiting a single cross-tie wall. This cross-tie wall consists of two clockwise magnetization curls indicated by the arrows. The centre of each magnetization curl exhibits a vortex core with the magnetization pointing either upwards or downwards (see sketches at the right). In the example shown here both vortex cores point upwards. In the centre of the structure an antivortex is located. Also here a singularity in magnetization (pointing upwards/downwards) is obtained. Although only a few nanometer in size these singularities govern the overall magnetization dynamics of the whole element.

The bottom coloured image shows the magnetization configuration after excitation by a pulsed magnetic field (20 Oe, 500 ps) after 600 ps. As a result in the upper and lower domains the magnetization is tilted upwards and the vertical domain wall in the centre is bended to the right. After several nanoseconds the domain, domain wall and vortex excitations are decayed and the equilibrium state (upper image) is re-established.

The micromagnetic simulations shown here are used to interpret the magnetization dynamics in thin magnetic films fields which has been studied by time-resolved photoelectron microscopy using Synchrotron radiation at the Swiss Light Source.

For detail see the contribution of K. Küpper at al.; pp. 20 – 23.
Preface by the Directors

The "Structure of Matter" program activities of Forschungszentrum Dresden-Rossendorf (FZD) are to a large fraction delivered by the Institute of Ion Beam Physics and Materials Research (IIM) in the fields of semiconductor physics and materials research using ion beams. The institute operates a national and international Ion Beam Center (IBC), which, in addition to its own scientific activities, makes available fast ion technologies to universities, other research institutes, and industry. Parts of its activities are also dedicated to exploit the infrared/THz free-electron laser at the 40 MeV superconducting electron accelerator ELBE for condensed matter research. For both facilities the institute holds EU grants for funding access of external users. Cooperation with colleagues from the High Magnetic Field Laboratory Dresden (HLD), another institute of the FZD, is increasing as well.

In 2007, the process of staff rejuvenation upon retirements continued at the institute. A new research group dealing with magnetic semiconductors was established under the leadership of Dr. Heidemarie Schmidt as a young scientist. A substantial increase in particular of the number of young scientists and students resulted in a total IIM staff of more than 150 at the end of 2007.

The diagram displays the presently six R&D topics of the institute, together with the associated Highly Charged Ion (HCI) Group of the TU Dresden. Our research activities span a wide range of topics relevant for future information processing and energy technology, be it in the realm of nanoelectronics, optoelectronics, magnetoelectronics, spintronics and solar technology. Highlights of last year’s research are presented in this Annual Report through reprints of short papers that were published in leading international journals. IIM staff published more than 150 papers in peer-reviewed journals in 2007, thereof about 40 contributions to high-impact journals (impact factor larger > 3). The scientific achievements of IIM have also been honored internally at FZD, by awarding the 2007 Research and PhD Student Prizes to Dr. Karsten Küpper and Dr. Dominik Stehr, respectively.

We are also pleased that we can report on a stable level of third-party funding, in spite of the ever-tougher competition. In particular, funding the by German Science Foundation (DFG) has taken another steep increase. Here we would especially like to mention the participation of several IIM scientists in a National Research Group "Self-Organized Nanostructures by Low-Energy Ion-Beam Erosion" funded by DFG. A good part of funding comes through contracts with industrial companies,
including also local microelectronics and other high-tech industry. Thus also our funding spectrum
reflects our scope from more basic to more applied research.

Recalling the events of the year, IIM contributed essentially to the FZD Open Laboratory Day on
May 12, which focused on materials research, and to the Dresden Long Night of Science on June 29.
Quite an effort went into the preparation of the evaluation of FZD by the German Wissenschaftsrat
(Science Council) which took place at the end of November. There are no official statements available
so far, but we are quite optimistic about the outcome. IIM organized the 4th Int. Workshop on High-
Resolution Depth Profiling Using Ion Beams at Radebeul near Dresden, acted as co-organizer of the 9th
Int. Workshop on Plasma Based Ion Implantation and Deposition at Leipzig/Germany and the 15th
Int. Summer School on Vacuum, Electron and Ion Technologies at Sozopol/Bulgaria.

We sincerely thank all partners, friends, and organizations who supported our progress in 2007.
Special thanks are due to the Executive Board of the Forschungszentrum Dresden-Rossendorf, the
Minister of Science and Arts of the Free State of Saxony, and the Minister of Education and Research
of the Federal Government of Germany. Numerous partners from universities, industry and research
institutes all around the world contributed essentially, and play a crucial role for the further develop-
ment of the institute. Last but not least, the directors would like to thank all IIM staff for their efforts
and excellent contributions in 2007.

Prof. Wolfhard Möller

Prof. Manfred Helm
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Channels of Potential Energy Dissipation during Multiply Charged Argon-Ion Bombardment of Copper

D. Kost, S. Facsko, and W. Möller*
Institute of Ion Beam Physics and Materials Research, Forschungszentrum Dresden-Rossendorf, 01314 Dresden, Germany

R. Hellhammer and N. Stolterfoht
Division of Structure Research, Hahn-Meitner Institute, 14109 Berlin, Germany

(Received 8 January 2007; published 1 June 2007)

The dissipation of potential energy of multiply charged Ar ions incident on Cu has been studied by complementary electron spectroscopy and calorimetry at charge states between 2 and 10 and kinetic energies between 100 eV and 1 keV. The emitted and deposited fractions of potential energy increase at increasing charge state, showing a significant jump for charge states $q > 8$ due to the presence of L-shell vacancies in the ion. Both fractions balance the total potential energy, thus rendering former hypotheses of a significant deficit of potential energy obsolete. The experimental data are reproduced by computer simulations based on the extended dynamic classical-over-the-barrier model.

DOI: 10.1103/PhysRevLett.98.225503 PACS numbers: 61.80.Jh, 41.75.Ak, 52.50.Gj, 79.20.Rf

In 1983, Datz stated [1] that “our community is almost certainly on the verge of discovering new phenomena that occur in multiply charged ion (MCI) interaction with solids.” Since then, research is continuously verifying this statement by demonstrating not only new aspects of atomic physics which occur during the approach of an MCI to a solid surface, but also characteristic new effects of ion-solid interaction (for reviews, see Refs. [2–4]). The latter include enhanced secondary-electron emission, enhanced sputtering, and desorption of adatoms, pointing to promising prospects of MCI applications in materials science. These include surface analysis, the synthesis of materials with new properties [5,6], and the formation of nanotopographical structures on surfaces [4,7]. The effects are related to the potential energy of the MCI (the sum of the binding energies of the removed electrons), which may exceed the kinetic energy of the ion significantly at sufficiently low velocity. During MCI interaction with a solid surface, the potential energy is released in connection with the neutralization of the ion. According to the classical-over-the-barrier model [8], the interaction process may start already a few tenths of a nanometer in front of the surface, being associated with the transfer of a large number of electrons. Emission of Auger electrons from the resulting hollow atom or during its subsequent collisional interaction with the top surface [8–10] may reemit a significant fraction of the initial potential energy into the vacuum. However, this fraction plus the energy carried away by x rays and secondary atoms and ions was found to amount to less than about 10% of the initial potential energy ([11] and references therein). Thus, a substantial fraction will remain in the bulk of the substrate, which is simultaneously a prerequisite for significant effects of potential energy surface modifications.

To the best of our knowledge, only two earlier publications described measurements of this retained fraction of the potential energy. Schenkel et al. [11] employed a silicon detector to determine the charge transported by Auger electrons into the depletion layer as well as the charge created there by UV photons and x rays. Their result of 35%–40% of retained potential energy for highly charged Xe and Au ions represents a lower estimate as a significant fraction might be deposited in the 50 nm insensitive surface layer of their detector. Alternatively, Kentsch et al. [12] used a calorimetric setup to measure the retained potential energy for Ar ions incident on copper. Again, a retained fraction of 30%–40% was found, which, in comparison to Ref. [11], was considered to be fortuitous but to corroborate the conclusion that a significant fraction of the potential energy dissipates into unknown channels. Therefore, it was the aim of the present study to remeasure electron emission and calorimetric data under improved experimental conditions using the identical system of Ar$^{q+}$ incident on copper. As we will show below, electron emission and thermalization in the solid represent the dominant channels of dissipation of potential energy. The findings are consistent with a full detection of the potential energy, thus resolving the former puzzle of unknown dissipation channels.

The electron emission experiments were performed in a UHV vacuum chamber attached to the 14.5 GHz electron cyclotron resonance (ECR) source at Hahn-Meitner Institute. The base vacuum was well in the $10^{-10}$ mbar range. Prior to the measurements, the polycrystalline copper samples were sputter cleaned by 3 keV Ar$^+$ bombardment. During the subsequent measurements of electron emission, no traces of any C or O contaminants were visible in the energy spectra. Using a deceleration lens system, the measurements were performed at fixed kinetic ion energy of 720 eV for all charge states. The available charge states were limited to $q < 10$, as the $^{40}$Ar$^{10+}$ beam was contaminated by ions of equal mass to charge ratio...
To evaluate the amount of the emitted secondary-electron energy, double differential electron spectroscopy was employed yielding the number of electrons $d^2N/dEd\Omega$ per interval of electron energy $E$ and emission angle $\Theta$ with respect to the surface normal. The data were fitted using the function \[ d^2N/dEd\Omega(E, \Theta) = A(E) + B(E)\cos(\Theta), \] where the fit parameters $A$ and $B$ were found to be essentially independent of the emission angle.

The total emitted energy is calculated according to
\[
E^{\text{em}} = \int E \frac{dN}{dE} dE.
\]

The result is shown in Fig. 2. There is a clear increase of the emitted energy at increasing charge state $q$ of the projectile. For $q = 2$, the total amount of emitted energy is very small, which indicates that kinetic electron emission can be neglected under the present experimental conditions.

For the calorimetric measurement of the deposited potential energy, the setup at Forschungszentrum Dresden-Rossendorf [12] was considerably improved. A UHV chamber with a base pressure of $(2-3) \times 10^{-10}$ mbar, equipped with a device for vacuum sample transfer, was connected to a 14.5 GHz ECR source with a similar beam deceleration system as described above. By installing proper thermal radiation shields, the drift caused by variations of the environmental temperature was largely suppressed. During former studies [12], the ion current was measured in a separate Faraday cup with secondary-electron suppression, which might have led to errors due to the influence of the suppressor voltage on the trajectories of the low-energy ions. This procedure also required very high beam stability during the measurements. Therefore, in the present study the ion current was measured simultaneously with the calorimetric measurements. No voltage was applied to the target, while measuring the secondary-electron current at a surrounding metallic shield.

As in the former setup, the calorimeter was calibrated using an electrical reference heater. After a target cleaning procedure, as described above for the electron emission measurements, the calorimetric runs were performed at kinetic energies varying from 100 to 1000 eV for each charge state. As described in Ref. [12], the deposited fraction of the potential energy is obtained by extrapolation to zero kinetic impact energy. The results are shown in Fig. 2 for charge states ranging from 2 to 10. It should be noted that the reproducibility of the measurement (see the repeated runs at $q = 4$ and $q = 6$) is much better than the spread indicated by the error bars, which include systematic experimental errors.

Also included in Fig. 2 are the total potential energies associated with the different charge states, which have been obtained by summing over the ionization energies resulting from atomic structure codes [14,15]. Their trend of a strong increase with increasing charge state is repro-

FIG. 1 (color online). Energy dispersive emitted amount of kinetic energy of secondary electrons for different charge states of argon ions impinging on a copper surface. The kinetic energy of the ions was fixed to 720 eV for all charge states.

FIG. 2 (color online). Total amount of emitted electron energy $E^{\text{em}}$ (circles) and potential energy deposited in the bulk $E^{\text{dep}}$ (squares) per incident ion versus the charge state $q$ of the incident argon ions. The data are compared to the potential energies $E^{\text{pot}}$ as obtained from atomic structure codes [14,15] (open triangles).
duced by both the reemitted and the deposited fractions at a high degree of qualitative similarity. In Fig. 3, the data are replotted as fractions of the total potential energy of the projectiles. Within the experimental errors which are significant, in particular, for the low charge states, the deposited fraction is nearly constant at \((80 \pm 10)\%\). This is about twice the value of Kentsch et al. \[12\], which we mainly attribute to the improved procedure of ion current measurement. The emitted fraction amounts to \((10 \pm 5)\%\) in rough agreement with former findings \[11\], with a tendency of an increase at increasing charge state. The latter becomes apparent especially for charge states higher than \(q = 7\) due to the onset of LMM—Auger-electron emission as described above. For the lowest charge states, the emitted fraction is somewhat underestimated, since the corresponding spectra are dominated by low-energy electrons, which are affected by a loss of detector efficiency (see Fig. 1). However, this error is small as it can be demonstrated by extrapolating the electron energy distributions towards zero energy. The sum of the results of the two complementary measurements yields a relative amount of potential energy of \((90 \pm 11)\%\) which fulfills the potential energy balance within the experimental errors. This finding is in agreement with expectation. For the present projectiles with a nuclear charge of \(Z = 18\) and a highest charge state of \(q = 10\), x-ray emission during the relaxation processes can be neglected, being lower by about 2 orders of magnitudes as compared to the Auger-electron yield \[16–19\]. Moreover, potential emission of atoms has not been observed for metals. Thus, the essential energy dissipation channels are secondary-electron emission and the deposition of potential energy in the subsurface atomic layers.

For corresponding calculations of the conversion of the potential energy into the dissipation channels, numerical computer simulations based on the extended dynamical classical-over-the-barrier model \[8,20,21\] were performed. The original simulations were mainly developed to model the relaxation of hollow atoms above the surface, whereas corresponding subsurface studies are limited \[22\]. Here, we extended the concepts of Refs. \[20,21\] for electron transfer dynamics to the subsurface regions. In brief, the processes of resonant capture and loss are switched off after crossing the jellium edge of the surface, so that the electron transfer dynamics are governed by peeloff and sidefeeding. Ion stopping in the bulk was implemented. At the instant of each Auger-electron emission the kinetic energy of the electron and the position of the ion are stored. If the ion is positioned above the surface, it is assumed that 50\% of the electrons are ejected each toward the surface and away from the surface. If the electron emission takes place below the surface, we at first share the number of electrons again equally. The half that moves in the forward direction deposits all its kinetic energy in the solid. The second half, which is traveling towards the surface, is subject to electron attenuation with a probability \(K(E_0, x_i)\) depending on the initial kinetic energy \(E_0\) and the emission depth \(x_i\) of the electrons \[23\]. From these numbers of electrons, the fractions of energy which are deposited in the bulk or emitted into the vacuum are obtained by multiplying with the corresponding initial energies.

During the calculations, the image charge acceleration of the MCI in front of the surface is also evaluated, which, due to the low velocity of the ions, is nearly completely deposited into nuclear stopping. Thus, by means of the simulations, the fractions of potential energy deposited into the electronic and the nuclear system of the solid can be separated. The simulation results confirm that the energy required for the image charge acceleration is balanced by a shift of the atomic levels of the ion approaching the surface, i.e., fed by the potential energy of the MCI. For the present system, the image potential energy gain fraction amounts to about 5\% of the total potential energy. This energy gain also contributes to the calorimetric measurement of the deposited fraction of the potential energy.

The results of the numerical calculations are given by the lines in Fig. 3. With respect to the experimental error bars, the potential energy dissipation does not significantly depend on the kinetic energy in the range of the experiments, so that the results at 720 eV are taken as being representative. Despite the simplicity of the model, a surprisingly good agreement is found between the calculated and experimental data. The calculated emitted fraction is in good quantitative agreement with the experiments in aver-
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age, but is almost independent of the charge state in contrast to the experimental trend. For the deposited fraction, there is a significant deviation only at the highest charge states. The model calculations treat the influence of the image charge potential on the atomic levels of the ions as a perturbation. For L-shell vacancies, the ion neutralization in front of the surface is reduced due to frequent autoionization processes, so that the ion survives longer when approaching the surface. This leads to an increase of the perturbation and a correspondingly reduced energy of the released electrons. As the screening by outer electrons is neglected, this high perturbation might be partly artificial and result in a reduced calculated fraction of the released potential energy.

Both in experiment and from calculation, the deposited and emitted fractions do not fully add to the nominal potential energy of the ions. The latter is given relative to the vacuum level, whereas during ion-solid interaction electrons are transferred to the ion from the Fermi level of the solid, which corresponds to the consumption of the work function per transferred electron. With the work function of Cu of 4.4 eV, this energy consumption ranges from about 10 to 40 eV for the present charge states. At the charge states of 6 and 7, where the experimental errors are relatively small and the agreement between model calculations and experiments is best (see Fig. 3), the resulting relative energy deficit is about 8% in good agreement with the data of Fig. 3. This, however, might be fortuitous in view of the experimental errors and the simplicity of the model.

Summarizing, we conclude that the potential energy of the MCI is released by emission of a specific number of Auger electrons along the ion trajectory, which either are emitted into the vacuum or deposit their kinetic energy in the solid, depending on the MCI position at emission time and the energy of the Auger-electron transition. For the first time, it is demonstrated that the fraction of the potential energy of multiply charged ions which is released by Auger electrons, and the fraction which is deposited into the target, balance with the total potential energy at different charge states. For argon ions incident on copper with charge states up to 10, the deposited fraction is almost independent of the charge state. The results of computer simulations based on the extended dynamic classical-over-the-barrier model are in good agreement with the experimental data, thus corroborating the picture that the potential energy is essentially transferred via Auger electrons, which are either emitted into the vacuum or deposited into the bulk.

*Corresponding author.
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Lateral variation of target poisoning during reactive magnetron sputtering

D. Göttler, R. Grötzschel, and W. Möller
Institute of Ion Beam Physics and Materials Research, Forschungszentrum Dresden-Rossendorf, P.O. Box 51019, 01314 Dresden, Germany

(Received 11 May 2007; accepted 1 June 2007; published online 26 June 2007)

The reactive gas incorporation into a Ti sputter target has been investigated using laterally resolving ion beam analysis during dc magnetron deposition of TiN in an Ar/N2 atmosphere. At sufficiently low reactive gas flow, the nitrogen incorporation exhibits a pronounced lateral variation, with a lower areal density in the target racetrack compared to the target center and edge. The findings are reproduced by model calculations. In the racetrack, the balance of reactive gas injection and sputter erosion is shifted toward erosion. The injection of nitrogen is dominated by combined molecular adsorption and recoil implantation versus direct ion implantation. © 2007 American Institute of Physics. [DOI: 10.1063/1.2752019]

Magnetron sputtering is a common technique in the fabrication of high quality functional thin films. In the reactive deposition mode, a metal target is exposed to a rare gas discharge to which a fraction of reactive gas (such as nitrogen and oxygen) is added. At the substrate, the reactive gas reacts with the sputtered target material to the desired compound. Its stoichiometry depends, e.g., on the reactive gas partial pressure and the deposition power. The efficiency of the process, however, is often limited by the so-called target poisoning, which means that the compound layer forms not only on the substrate as desired but also on the sputter target. This results in a significantly reduced sputter yield, and thereby a reduced deposition rate. As a further consequence, the reactive gas consumption decreases due to the lower yield of sputtered material, and its partial pressure increases rapidly. For this situation, global particle-balance models of the interaction between gas flow, target erosion, and thin film deposition show a partly negative slope of the relation between reactive gas flow and partial pressure, which results in a hysteresis behavior. A corresponding instability often requires additional means of stabilization for practical applications. At the target, the particle balance is determined by the fluxes of neutral and ionic species from the gas and the plasma. The incorporation of reactive gas has been suggested to result from a stationary balance of injection by ion implantation and chemisorption in connection with recoil implantation, and erosion by ion-induced sputtering. This was confirmed in previous experiments using in situ real-time ion beam analysis of the nitrogen incorporation at the target. Magneton discharges are laterally strongly nonuniform due to the electron confinement in the magnetic field configuration. In front of a cylindrical magnetron target a toroidal region of high plasma density is formed, which creates the so-called racetrack as a zone of high target erosion. Consequently, also a nonuniform incorporation of reactive gas atoms can be expected. With this background, an experiment has been designed, which allows laterally resolved in situ ion beam analysis of the reactive gas incorporation at the target surface. A standard magnetron sputter configuration was installed in an ultrahigh vacuum chamber of 50 l volume. The planar, cylindrical dc magnetron of 5 cm diameter was equipped with a 99.995% purity titanium target and installed in the center of an ultrahigh vacuum chamber of 50 l volume. It was operated in constant current mode at 0.3 A. Using mass flow controllers, the argon and nitrogen flows were fixed at 10 SCCM (SCCM denotes cubic centimeter per minute at STP) and varied between 0 and 2.5 SCCM, respectively, which resulted in operating pressures between 0.3 and 0.35 Pa. The partial pressures were measured by means of a mass spectrometer, which was calibrated in pure Ar and N2. The target voltage adjusted from ~330 to ~360 V at increasing reactive gas flow. For in situ ion beam analysis of the nitrogen incorporation at the target by means of the 14N(d, α)12C nuclear reaction, the setup is attached to the beam line system of a 5 MV tandem ion accelerator (for details, see Ref. 10). The ion beam is collimated to a spot of 1 × 1 mm2, which defines the lateral resolution of the analysis. The low cross section of the reaction requires analysis times of up to 30 min to obtain statistically satisfactory results. In order to reduce the consumption of the sputter target and the corresponding contamination of the target chamber, the measurements have been performed after magnetron operation. By comparison to real-time analysis during magnetron operation, it was assured that no postoperation nitrogen loss occurs.

Figure 1(a) shows the radial distribution of the ion current density across the target surface, which has been derived from the surface erosion profile after long-time operation for 17 h with Ar inert gas only. The current density varies between about 1 and 50 mA/cm2 at the target center and the centerline of the racetrack, respectively, and vanishes toward the target edge. There is a qualitative anticorrelation between the distribution of the ion current and the nitrogen areal densities shown in Fig. 1(b). The latter represent stationary distributions after a sufficiently long operation time for each parameter setting. [To achieve the stationary state, the eroded thickness should well exceed the thickness of the nitrided layer. With a sputter yield around 0.4 according to TRIM (Ref. 12) computer simulations, a current density of about 1 mA/cm2 corresponds to sputter removal of 2.5 × 1015 at./cm2 s. Thus, with the observed nitrogen areal density of ~1 × 1016 cm−2, the stationary state is achieved within about 10 s even at the target center.] The average nitrogen incorporation increases at increasing nitrogen gas...
flow. At the target center, the nitrogen areal density appears to saturate except for the lowest nitrogen flow. When neglecting sputtering, an upper estimate of the saturation areal density can be obtained assuming the formation of stoichiometric TiN within the range of the incident reactive gas ions. The dominant reactive ion species from the discharge is N\textsubscript{2}, which, after acceleration by the target voltage and upon impinging the surface, splits into two atoms of half-energy. The range distribution of the resulting \( \sim 175 \text{ eV} \) N atoms extends to about 2.7 nm in Ti\textsuperscript{12}, which corresponds to a nitrogen areal density of \( 1.5 \times 10^{10} \text{ cm}^{-2} \) in rough agreement with the experimental result. Toward the centerline of the racetrack, the nitrogen incorporation decreases by \( \sim 45\% \) and \( \sim 10\% \) for the lowest and highest nitrogen flows, respectively. The radial position of minimum nitrogen incorporation is in good agreement with that of the maximum current density. Further, toward the edge of the target, the nitrogen areal density increases again in accordance with the decreasing ion flux. However, for the largest nitrogen flows, it increases to a level which is significantly above the saturation level at the target center, although the current density is similar. We ascribe this to some redeposition of Ti and corresponding compound formation in this outer area, although the transport mechanisms of redeposition are not obvious.

As briefly mentioned above, the stationary reactive gas incorporation results from a balance of reactive gas deposition and sputter erosion. The three major mechanisms of reactive gas accumulation are chemisorption of reactive gas molecules at the surface, direct implantation of ionized reactive species, and recoil implantation of the chemisorbed species by ion bombardment. Recoil implantation and sputter erosion are mainly due to inert gas ions, as the nitrogen addition is relatively small and the electron-impact ionization cross sections of Ar are larger than the ones of N\textsubscript{2}\textsuperscript{14,15}. All ion fluxes, and thereby the sputter erosion, follow the radial current distribution of Fig. 1(a), whereas the molecular gas flux arrives uniformly across the target. Thus, if adsorption in connection with recoil implantation plays a significant role for deposition, the deposition-erosion balance is shifted toward erosion in the center of the racetrack compared to the target center and edge, which results in a reduced nitrogen incorporation.

In order to corroborate this picture, quantitative model calculations have been performed. For this purpose, the dynamic global surface model given by Kubart \textit{et al.}\textsuperscript{17} which incorporates the above mechanisms, has been applied to the stationary state. Compound formation at the surface is modeled by chemisorption of incident reactive gas molecules assuming a unity sticking coefficient on the metallic fraction of the surface. The corresponding gas-kinetic fluxes are derived from the nitrogen partial pressure, which has been measured using mass spectrometry for each setting of the reactive gas flow. Of ions, only Ar\textsuperscript{+} and N\textsubscript{2}\textsuperscript{+} are taken into account, which are dominant in the discharge according to the electron-impact ionization cross sections.\textsuperscript{14,15} The radially varying total (Ar\textsuperscript{+} plus N\textsubscript{2}\textsuperscript{+}) ion flux is taken from the radial distribution of Fig. 1(a). (Secondary electron production at the target is neglected, as it is known to be small.\textsuperscript{16} The Ar\textsuperscript{+} to N\textsubscript{2}\textsuperscript{+} flux ratio is chosen according to the respective partial pressures and the ratio of the ionization cross sections. The latter is obtained by averaging the cross sections over an energy range extending from the ionization threshold to the target voltage. The yields of surface sputtering and recoil implantation are derived from TRIM (Ref. 12) with Ar\textsuperscript{+} ions incident on 1 ML of TiN on Ti. (The surface binding energies have been chosen according to Ref. 17.) Recoil implantation of surface nitrogen atoms into the bulk and direct implantation of N\textsubscript{2}\textsuperscript{+} ions are modeled by a saturable transfer into a fixed monolayer at a depth of 2.7 nm (see above). Thus, the model neglects any details of the depth distributions of direct and recoil implantation and any in-depth multiple relocation of the reactive atoms.

Figure 1(c) shows the model prediction of the nitrogen incorporation versus the target radius. At the target center, the experimental results [cf. Fig. 1(b)] are reproduced quantitatively. As discussed above, the discrepancy at the target edge is attributed to redeposition. The sequence of the radial dependencies at different reactive gas flows shows good qualitative agreement between experiment and model results, although the shape of the radial dependencies appears somewhat different with a narrower depression in the racetrack obtained from the model. In particular, for the highest nitrogen flow, the predicted reduction of nitrogen incorporation in the center of the racetrack is in excellent agreement with the experiment. Thus, in view of the simplicity of the model, the agreement between model predictions and experiment can be regarded as being surprisingly good. The inspection of the nitrogen depth profiles obtained from the model shows that the saturated areal density is associated with the formation of a stoichiometric layer, whereas in the nonsaturated region around the racetrack centerline a constant, substoichiometric...
nitrogen concentration extends from the surface into the depth. In view of the good agreement with the model results, we apply this picture with some confidence also to the interpretation of the experimentally observed areal densities.

In the framework of the above modeling, Fig. 2 illustrates the relative contributions of the mechanisms of nitrogen incorporation at different reactive gas flows and target locations, as calculated for the stationary state. In the present range of reactive gas partial pressure, combined chemisorption and recoil implantation dominates over direct ion implantation. This is consistent with the high gas-kinetic flux of nitrogen molecules relative to the flux of N$_2^+$ ions, and an efficient transfer of the chemisorbed nitrogen by recoil implantation into the bulk. At increasing nitrogen partial pressure, the relative contribution of direct ion implantation increases, as the surface becomes increasingly saturated. The latter limits the rate of chemisorption of gas molecules at the surface, and thereby the inward flux by recoil implantation. Comparing the two lines of Fig. 2, the relative contribution of direct ion implantation is somewhat higher in the racetrack. However, the difference is surprisingly small in view of the ion current distribution, which varies by more than one order of magnitude. This is again attributed to the limitation of combined chemisorption and recoil implantation, which occurs preferentially at the target center and edge. The high ion bombardment in the racetrack not only increases the relative contribution of direct implantation of reactive ions but also transfers chemisorbed nitrogen efficiently to the bulk by recoil implantation, so that a high rate of chemisorption is sustained.

In conclusion, we have demonstrated a significant variation of target poisoning across the target surface during reactive magnetron sputtering of TiN, which depends on the reactive gas admixture. For typical conditions of practical applications with a reactive gas addition of a few percent, the nitrogen incorporation in the racetrack may be reduced by almost 50% compared to the target center and edge. The experimental results are consistent with the simple modeling of the local particle balance. Ion implantation, reactive gas adsorption in combination with recoil implantation, and sputter erosion are confirmed as the main mechanisms of establishing the local target composition in the stationary state.

Binary-collision modeling of ion-induced stress relaxation in cubic BN and amorphous C thin films

B. Abendroth, H. U. Jäger, and W. Möller
Institute of Ion Beam Physics and Materials Research, Forschungszentrum Dresden-Rossendorf, D-01314 Germany

M. Bilek
Applied and Plasma Physics Department, School of Physics, University of Sydney, Sydney, New South Wales 2006, Australia

(Received 15 February 2007; accepted 2 April 2007; published online 1 May 2007)

It is demonstrated that ion-bombardment-induced stress release during physical vapor deposition of cubic boron nitride (cBN) and amorphous carbon (aC) films is related to collisional relocation of atoms. A model based on TRIM and molecular dynamics computer simulations is presented. Experimental results obtained using pulsed substrate bias are in good agreement with the model predictions at adequately chosen threshold energies of atomic relocation. The collisional relaxation model describes the experimental data significantly better than the widely applied thermal spike model. © 2007 American Institute of Physics. [DOI: 10.1063/1.2734472]

Low-energy ion bombardment ($E_{\text{ion}} < 1$ keV) is widely used in physical and chemical vapor deposition of thin films to improve film adhesion, structure, and morphology. By subplantation of primary ions or recoil atoms into the subsurface region, ion bombardment facilitates the synthesis of metastable phases such as tetrahedral amorphous carbon (taC), as well as diamondlike carbon. In the case of boron nitride deposition, low-energy ion bombardment is required to enable the nucleation and growth of the cubic (cBN) phase. On the other hand, low-energy ion bombardment may lead to high compressive stress in the film, which in the case of cBN can reach 10 GPa, and hence limit the adhesion and the achievable film thickness. Davis developed a model that relates the stress in thin films to the energy of incident particles. This model treats stress generation as a consequence of subplantation of primary ions or recoil atoms into subsurface regions. The density $n$ of implanted atoms is approximately related to the ion flux $j_i$ and energy $E$ by $n \propto j_i E^{1/2}$. A strain $\varepsilon$ evolves, which is proportional to $n$. Elastic theory predicts a biaxial stress $\sigma$ in the thin film on a substrate, which is proportional to $\varepsilon$. Further, a thermal spike evolves around an ion impact allowing strained atoms to move to the surface, thereby decreasing $n$ is invoked to describe stress relaxation. The balance between stress formation and relaxation in thermal spikes leads to a maximum of compressive stress at lower ion energies. At higher ion energies the relaxation outweighs the stress formation, resulting in lower net film stress. High-energy ion bombardment has been used specifically to reduce the stress in thin films. Good film qualities were achieved by combining the low-energy ion film forming particle flux $f_0$ with a high-energy ion flux $j_i$, with $j_i \ll f_0$ and $E(j_i) \gg E(j_0)$, for stress relaxation. For cBN and amorphous carbon (aC) films, the stress relaxation due to high-energy ion impact has been studied systematically at varied ion flux and energy. Both materials show the same behavior of increasing stress relaxation as the product of ion energy and ion flux increases, followed by a saturation at a certain level of residual stress for high values of $E(j_i)$. The same trends were also reported for the stress relaxation in AlN and TiN. The dependence of the stress relaxation on $E_j$ is in contradiction to the model of atomic rearrangements in a thermal spike as it is applied in the model described above which predicts a scaling of the number of atomic relocations, and hence of the stress relaxation with $E^{5/3}$. In the present letter we will demonstrate that the stress relaxation in cBN and aC can be described well by collisional relocation, rather than by using the thermal spike concept ($E^{5/3}$ scaling).

To model the stress relaxation, two particle flux components are considered as described above. The film forming flux $j_0$ is assumed to leave some atoms in interstitial or otherwise unfavorable positions, leading to a certain density $n$ of atoms in strained bonding configurations. Stress relief occurs by relocations of these atoms from unfavorable positions due to energy transfer from the energetic ion flux $j_i$. Each incident ion activates some atoms within a certain volume around the impact site with a depth distribution function $f_0(x,E)$. Integration over $x$ yields the total number of activation events, $\phi(E)$, per incident ion. In the dynamic situation of film growth, the average number of activation events, $N_a$, per atom of the growing film is obtained by integration with a moving boundary, i.e., the film surface, resulting in $N_a = j_0 \phi_0(E)$, where $j_0$ can be written as the product of film atomic density $n_0$ and growth velocity $v_g$, assuming a unity incorporation of the film forming flux into the film. The relaxation rate of the strained atom density due to atomic relocations can be written as

$$ \frac{dn(x)}{dt} = - j_0 f_0(x,E) n(x) n_0. $$

Substituting $dt = dx/v_g$ and integrating over time and depth yields the final density of unrelaxed atoms in the film.
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where $E_{a}$ is the transferred energy must exceed a threshold energy $E_{a}^{th}$. The line represents the collisional relaxation model for carbon.

FIG. 1. (Color online) (a) Residual stress in cBN films deposited by magnetron sputtering and 2.5–8 keV Ar+ implantation (diamonds) (Ref. 18), ion beam assisted deposition (IBAD) and Ar+ implantation at 70 keV (circles), IBAD and N+ implantation at 35 keV (up triangles) (Ref. 7), and IBAD and Ar+ implantation at 300 keV (down triangles) (Ref. 23) as a function of relocations per atom ($N_{r}$) with the collisional relocation yield $\phi_{c}(E)$ obtained from TRIM with a threshold energy $E_{a}^{th}$=7.2 eV. The line represents the collisional relaxation model for cBN.

with $n_{u}$ being the density of unrelaxed atoms at zero flux of energetic ions. From elastic theory, the stress is proportional to the strain. Hence, the film stress is proportional to the density of unrelaxed atoms and can be written as

$$\sigma = (\sigma_{u} - \sigma_{r}) \exp \left( - \frac{j_{0}}{j} \phi_{c}(E) \right) + \sigma_{r},$$

where $\sigma_{u}$ is the intrinsic film stress without relaxation and $\sigma_{r}$ is a residual stress which cannot be relaxed further, as is observed in the experiments. Note that compressive stress is set as positive.

In analogy to the concept of collisional damage, the transferred energy must exceed a threshold energy $E_{a}^{th}$ to produce a permanent relocation. For simplicity, we assume a sharp threshold rather than a spectrum of threshold energies. Based on the binary-collision approximation (BCA), the modified Kinchin-Pease (KP) model predicts $\phi_{KP}(E) \approx \gamma E/2E_{a}^{th}$ for the number of relocations per incident ion, where $\gamma$ is a constant with value around 0.8. The modified KP approximation becomes questionable in the threshold regime and it treats electronic stopping only in an approximate way. Therefore, higher accuracy BCA computer simulations (TRIM) (Ref. 22) have been employed here to obtain the collisional relocation function $\phi_{c}(E)$.

Figure 1(a) shows the residual stress data for cBN films produced by magnetron sputtering (MS) and ion beam assisted deposition (IBAD). In the case of MS, the stress relaxation was achieved by Ar and N+ ion implantation in the energy range from 2.5 to 8 keV, created by applying a pulsed substrate bias with duty cycles ranging from 0.3% to 1.2%. For stress relaxation during IBAD, Ar and N ions with energies ranging from 35 to 300 keV from ion implanters were used (for details, see Refs. 7 and 23). The line in the figure represents the theoretical exponential function according to Eq. (3). $\sigma_{u}$ and $\sigma_{r}$ are known from experiment and amount to 8.7 and 1.6 GPa, respectively. A best fit is obtained by varying the threshold energy of relaxation in repeated TRIM simulations and occurs for a threshold energy $E_{a}^{th}$=7.2 eV. It is seen that the experimental data obtained in different processes of thin film deposition are reproduced very well by the fitted model. The same procedure has also been applied to amorphous carbon films produced by plasma-immersion ion-assisted cathodic arc deposition. Pulsed substrate bias voltages between 1.7 and 20 kV, a fixed pulse duration of 20 µs, and frequencies between 50 Hz and 1.2 kHz provided the energetic ions for stress relaxation in this case. The experiments yield an unrelaxed film stress of $\sigma_{u}$=9 GPa (from extrapolation to zero high voltage in the pulse) and a residual stress of $\sigma_{r}$=0.54 GPa after saturation. A relocation threshold energy around $E_{a}^{th}$=2.0 eV was found to result in a satisfactory fit of the collisional stress release model to the experimental data. However, when tracing the collision cascades to such low energies, the validity of the BCA has to be seriously questioned. Therefore, the number of relocations per incident ion was also calculated using molecular dynamics (MD) simulations at incident ion energies between 0.1 and 2 keV, with a modified Brenner potential governing the C-C interaction. For a threshold energy of 2 eV, the MD simulations reproduce the BCA simulation data perfectly, thus again confirming their consistency with the model of collisional stress release.

As applied in the model of Davis and according to Ref. 12, the thermal spike relocation yield is given by $\phi_{c}(E) = 0.016/E/E_{a}^{th}$ with $E_{a}^{th}$ denoting the activation threshold energy. The above sets of experimental data were also fitted using Eq. (3) and $\phi_{c}(E)$. The best fits were obtained with values of $E_{a}^{th}$=13 and 4 eV for cBN and aC, respectively, however, the quality of the best fits was clearly worse as compared to the collisional model. For the carbon data the mean square errors came to 11 and 54, using $\phi_{c}(E)$ and $\phi_{c}(E)$, respectively. Correspondingly, in the case of cBN, the mean square errors were 3.9 and 8.4, using the respective $\phi_{c}(E)$ and $\phi_{c}(E)$. This is consistent with the experimentally observed $j_{0}E$ scaling, as described above, rather than a $j_{0}E^{5/3}$ scaling as employed in the thermal spike models. A similar result was reported in Ref. 29. The discrepancy between the thermal spike model and the experimental data is evident in Fig. 2 which shows the best fits for both models plotted against the carbon data. For a set of aC data with constant duty cycle (0.4%), i.e., constant $j_{0}/j_{th}$, the film stress is shown as a function of the incident ion energy together with the best fits from the collisional and thermal spike models. In the critical region below 10 keV, the thermal spike model predicts significantly lower stress than measured, indicating that the relocation yield is overestimated by this model.

The threshold energy, which has been obtained above using the collisional model of relocation, is significantly lower than the experimental values.
larger for cBN than for aC. For cBN, it has been shown that stress relaxation occurs within the grains of the nanocrystalline material,\textsuperscript{18,19} which may be ascribed to the removal of interstitial atoms from the stressed state, so that only slight rearrangements of the atomic configuration without significant atomic transport might result in stress release, which would require a lower energy transfer than for cBN. These pictures are qualitatively consistent with the observed residual stress $\sigma_r$ upon saturation of stress relief, which, for cBN, is significantly larger and can be attributed to interface stress.\textsuperscript{19} They are also consistent with the pronounced stability of cBN against ion irradiation,\textsuperscript{7,15,30} whereas in aC, $sp^2$ bonds are easily transformed under ion irradiation into $sp^3$ hybridization,\textsuperscript{24} leading to a swelling of the surface. The threshold energies for both materials are significantly lower than the conventional damage thresholds, which are characteristic for the creation of a stable Frenkel pair. The latter consumes the Frenkel pair for rearrangement in an amorphous structure, which are responsible for stress relief in our cases, require clearly lower energy transfers.

The above $j,E$ scaling would be consistent with a universal role of the average energy parameter ($j,j_0,E$ in describing film growth and morphology, which has been discussed controversially in literature (e.g., Refs. 15 and 32, and references therein). However, the above scaling is only valid if the incident energies are large compared to the relaxation threshold energies. This is not necessarily fulfilled in general, as, e.g., low substrate bias. Moreover, other collisional mechanisms, such as diffusion, may determine film growth and properties.

In conclusion, the results show that the stress relaxation by energetic ion bombardment is described well by a model based on collisional relocation of atoms in strained bonding configurations. The data and the model are consistent in a wide range of ion energies and for different deposition techniques. The Kinchin-Pease approximation, which predicts the collisional relocation yield per incident ion to be proportional to the ion energy, is consistent with the experimental finding that the stress relaxation depends on the product of ion flux and ion energy. In contrast, the thermal spike model is not supported by the data. These results suggest a critical revision of subplantation models of thin film growth which involve thermal spikes.
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Dynamic Vortex-Antivortex Interaction in a Single Cross-Tie Wall

K. Kuepper, M. Buess, J. Raabe, C. Quitmann, and J. Fassbender

Forschungszentrum Dresden-Rossendorf, Post Office Box 51 01 19, D-01314 Dresden, Germany
Swiss Light Source, Paul Scherrer Institut, CH-5232 Villigen, Switzerland

(Received 1 March 2007; revised manuscript received 17 May 2007; published 18 October 2007)

A fascinating property of micromagnetism comes from the possibility to control the domain and vortex configuration through the sample shape and size. For instance, in a rectangular platelet a configuration containing a stable combination of vortices and an antivortex can be created. Such a single cross-tie wall can be understood as being a coupled micromagnetic system with three static solitons. Here we report on its magnetization dynamics including the vortex-antivortex interactions. The spectrum of eigenmodes is investigated as well as the effect of different vortex core orientations. We show that the vortex dynamics can be used to identify the core configuration, which is not directly accessible to x-ray microscopy because of its limited spatial resolution.
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Two-dimensional topological solitons are fascinating for researchers in many fields. These solitons determine the properties of very different systems such as atoms in superfluids and Bose-Einstein condensates [1,2] and Cooper pairs in superconductors. In thin ferromagnetic films they can be present as vortices and antivortices [3–7]. Because vortex and antivortex are the corresponding antiparticles they can annihilate under emission of energy [8]. However, in special geometries a stable combination of vortices and antivortices can be obtained. A cross-tie wall is an example of an infinite chain of vortices and antivortices.

Here we study a ferromagnetic rectangle, containing two vortices and a single antivortex, thus forming the unit cell of a cross-tie wall. The solitons are coupled through the domain walls and domains. This special geometry provides insight into the vortex configuration and into coupling effects which turn out to be very relevant for the dynamics of these solitons.

Up to now, significant effort has been invested in understanding the dynamics of “simple” magnetic vortex structures, such as thin permalloy squares and disks. Time-resolved imaging [9,10] allows us to investigate their excitations and switching in the time-domain [11–14]. Vortex-antivortex interaction has also attracted attention in semicontinuous films because of potential applications for spin wave radiation devices [8,15], and magnetic pinning arrays for superconducting films [16].

Neudert et al. [17] have investigated the generation of cross-tie walls in large permalloy platelets following the excitation by field pulses using Kerr microscopy. In this Letter we investigate the excitations of a single cross-tie wall by combining micromagnetic simulations based on the LLG equation [18] and magnetic imaging by means of time-resolved photo emission electron microscopy (PEEM). We study the response to weak magnetic in-plane field pulses, concentrating on the dynamics of the vortices and the antivortex and their mutual interaction.

Permalloy (Ni$_81$Fe$_{19}$) samples of 50 $\mu$m length, 6 $\mu$m width, and 20 nm thickness were prepared on a 10 $\mu$m wide coplanar waveguide. A rectangular element of $10 \times 6 \mu$m$^2$ was patterned by focused ion beam (FIB) sputtering. The time and spatially resolved magnetization was measured using PEEM. Employing x-ray magnetic circular dichroism at the Fe $L_3$ edge the image intensity is $I \propto M_y(\vec{r}) \cdot \vec{P}$. We use a gray scale representation with white representing the parallel and black the antiparallel orientation of the magnetization and the polarization. The rectangle is excited every 16 ns using magnetic field pulses synchronized to the x-ray pulses emitted by the synchrotron. The time dependence is measured by varying the time delay $\Delta t$ [12]. The field pulse $\vec{H}_p$ is along the $y$ direction and has a magnitude of $\approx 20$ Oe and a temporal width of 500 ps with a rise time of about 150 ps.

First we discuss the equilibrium magnetization of a ferromagnetic platelet containing a single cross-tie wall. Figure 1(a) shows the simulated in-plane component $M_y(\vec{r})$ of the magnetization. The magnetization configuration can be thought of as consisting of two squares, each having a clockwise flux-closure pattern and containing a vortex core in its center. The two flux-closure patterns are separated by
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FIG. 1 (color online). (a) Micromagnetic simulation showing $M_y(\vec{r})$ for a rectangular platelet ($5 \mu$m $\times$ $3 \mu$m $\times$ $20$ nm) containing a single cross-tie wall. (b) Sketch depicting the 90° Néel walls (solid lines, blue) and the 45° pseudo Néel walls (dashed lines, red). The vortex cores have an out of plane magnetization with positive ($u$ or $\Theta$) or negative ($d$ or $\Phi$) $z$ direction. Here we find $u|d|u$.
a Néel wall of −90° running along the y axis and containing the antivortex at the center. A second Néel wall connecting the two vortex cores runs along the x axis [see Fig. 1(b)]. The cross-tie structure consists of these 90° Néel walls and four 45° pseudo Néel walls (dashed lines). The latter are pseudo domain walls, because along them the magnetization rotates continuously (e.g., between domains B and B’). In addition there are four 90° Néel walls (solid lines) running from the platelet edges to the vortex cores. To reduce the exchange energy that would be associated with spins on neighboring atoms pointing antiparallel, the magnetization of the vortex and antivortex rotates out of plane in a narrow region called the core. This core can point either in positive (or \(\Theta\)) or in negative (or \(\Phi\)) z direction resulting in a total of 2^3 possible configurations.

PEEM images of the magnetization \(M_s(\vec{r}, \Delta t)\) of the permalloy rectangle (10 \(\mu\)m \(\times\) 6 \(\mu\)m \(\times\) 20 nm) are shown in Fig. 2 (for a movie of the full series see Ref. [19]). The top row displays the experimental data, the second row the corresponding micromagnetic simulations. The two subsequent rows show difference images \(M_s(\vec{r}, \Delta t) - M_s(\vec{r}, 0)\) for experiment and simulation, respectively. These difference images visualize the changes relative to the equilibrium state. In our geometry, the short edge of the rectangle is along the y direction and parallel to both the x-ray polarization \(\vec{P}\) and the magnetic field pulse \(\vec{H}_P\).

The first image shows the equilibrium state of the magnetization (\(\Delta t = 0\)). The domains A–F are similar to domains in conventional flux-closure patterns. Domain A, which is parallel to \(\hat{y}\), is white and domain D, which is antiparallel, is black. Domains B, C, E, and F are gray since their magnetization is perpendicular to \(\hat{y}\). The domains B’, F’, C’, and E’ in the cross-tie are at ±45° to \(\hat{y}\) resulting in darker and lighter gray values, respectively.

Next we discuss the temporal evolution of the magnetization. At a delay of \(\Delta t = 300\) ps all domains having a finite x component of the magnetization in the equilibrium state have become brighter. The reason is the torque \((\vec{M} \times \vec{H}_P)\) exerted by the field pulse causing an excursion in the z direction followed by a precession. This rotates their magnetization into the y direction leading to a higher intensity. Only domains A and D do not show such an increased intensity because they are parallel and antiparallel to the field pulse, respectively.

In addition the 90° Néel walls originating from the flux-closure pattern and the cross-tie wall pointing along \(\hat{y}\) bulge to the right. In the difference images these effects show up as bright areas and lines, respectively. At \(\Delta t = 450\) ps the coherent precession in the domains has continued. The magnetization is almost perpendicular to \(\hat{y}\), resulting in a gray difference intensity. The bulged domain walls are now even more intense than at \(\Delta t = 300\) ps and are visible in experiment and simulation. At \(\Delta t = 600\) ps the ongoing precession leads to a brighter appearance of domains B, C, E, and F again. For this delay time we observe a maximum in the curvature of both, the cross-tie wall along \(\hat{y}\) and the 90° Néel walls along the black (D) and white (A) domains.

Turning to longer delays, the vortex dynamics becomes prominent. The difference images show that the Landau like domains A–F have almost completely relaxed back to the equilibrium state. The domain walls, the two vortices, and the antivortex, on the other hand, are still displaced, resulting in a finite intensity for the difference images. For 1500 ps, the main visible features are the two vortices and the antivortex, indicating their slow relaxation into the equilibrium state. For all delays we find reasonable agreement between simulation and experiment [20].

To gain further insight into the dynamics we perform a Fourier transformation [21,22] of the experimental data, using a Hamming cutoff window. Large Fourier amplitudes indicate eigenfrequencies of the system. Figure 3 shows the spatial distribution of the Fourier amplitude and phase for the observed eigenfrequencies. For the higher frequencies (2.2 and 2.4 GHz) the intensity dominates in the domains B, C, E, and F, all of which have their equilibrium magnetization perpendicular to \(\vec{H}_P\). The frequencies and the observed phase shift of \(\pi\) (corresponding to a change from red to blue in Fig. 3) are in good agreement with the findings in Landau flux-closure structures [12].
The wall modes occur at lower frequencies. For 1.1 GHz we find large Fourier amplitudes around the two vortices, the antivortex positions, and the corresponding domain walls. In addition they seem to radiate out along the 90° Neél walls, indicating the coupling of the vortices to these domain walls. At 0.9 GHz, corresponding to the longest time scale visible in our experiment, the dominant feature is the cross-tie wall along $\hat{y}$ indicating that it is the last subcomponent of the pattern responding to the exciting field pulse. This wall mode at 0.9 GHz is phase shifted by $\pi$ with respect to the mode at 1.1 GHz. For both low frequency modes it is evident that the movement of the core positions is coupled to the adjacent domain walls, which mediates the mutual interaction of different cores by the exchange interaction within the wall.

Having studied the response of the domains and the domain walls we now focus on the vortex core dynamics and the effect of different core configurations. Our rectangle with the cross-tie wall containing two vortices and a single antivortex can have $2^3 = 8$ different configurations. There are two configurations where both vortex cores have the same orientation, but are opposite to the antivortex (I): [udu], [dud]. There are four configurations where both vortex cores are antiparallel (II): [uuu], [udd], [dud], [ddu]. And last there are two configurations where all three cores are parallel (III): [udu], [ddu].

Comparing the three configurations their total energies are very similar ($E_{uuu} = 1.1254 \times 10^{-9}$ erg, $E_{duu} = 1.1392 \times 10^{-9}$ erg, $E_{uda} = 1.1392 \times 10^{-9}$ erg). Their total energies differ only about 1%, and thus the present configuration is a priori not clear; however, the contribution of the exchange and demagnetizing energy differ substantially, indicating a change in the coupling between the vortex cores [19]. The core orientation is relevant since it determines the sense of rotation for the gyrotropic motion. Note that for the same orientation vortex and antivortex have an opposite sense of rotation [8]. A first example of a vortex-vortex interaction has been demonstrated by Buchanan et al. [23] for the case of a two-vortex system. Here we study the interaction in a system containing both vortex and antivortex cores.

From the simulated time series we extract the vortex and antivortex core positions. Figure 4(a) shows the displacements for the three different configurations (I, II and III) [18]. The vortex and antivortex motions show a very different behavior depending on the configuration. For configuration (I) [Fig. 4(a), top row] all three cores have the same sense of rotation [counterclockwise (ccw)], and the amplitudes and frequencies are similar. However, the antivortex exhibits a 180° phase shift. This opposite motion of vortex and antivortex cores might also be called an optical mode. For configuration (II) the vortex cores point along opposite directions. This leads to different interaction with the antivortex. Compared to configuration (I), in particular, the antivortex and the right vortex core exhibit a significantly reduced gyration. For configuration (III) an

FIG. 3 (color online). Spatial distribution of the Fourier components of the magnetization $M_r(\vec{r})$ at characteristic frequencies showing amplitude (top) and phase (bottom: dark gray, blue online = 0, light gray, red online = $\pi$).

FIG. 4 (color online). (a) Trajectories of the two vortex (left and right, blue and green online) and the antivortex (center, red online) core displacements as extracted from micromagnetic simulations [18] ($\Delta t = 0 - 16$ ns) (see text). The arrows indicate the sense of rotation for the core motion. (b) Horizontal core displacement from experiment (■) and the three possible configurations [configuration (I) (dashed line), configuration (II) (solid line), and configuration (III) (dotted line)].
even more complex behavior is observed. The amplitudes of all three cores are even more reduced. The two vortex cores gyrate as expected (ccw) and again have comparable amplitudes. The antivortex core gyration is, however, opposite from what was expected and its amplitude is reduced significantly. The reason is the interaction with the adjacent vortex cores, quenching the free gyration of the antivortex. The remaining five configurations can be deduced by means of symmetry considerations, provided the symmetry breaking caused by the direction of the pulse field $H_p$ is neglected.

From the above results it is evident that the vortex-antivortex interaction, mediated by the exchange interaction of the corresponding domain walls, is very important for the magnetization dynamics of a single cross-tie wall. All other systems comprising multiple vortex and/or antivortex structures are likely to exhibit an even more complex dynamic behavior which can only be explained with a detailed understanding of the individual constituents.

To finally determine which of the $2^3$ possible core configurations is present in our experiment we make use of the strong configuration dependence of the dynamics presented in Fig. 4(a). The horizontal vortex displacements determined from experiment and simulations are compared in Fig. 4(b).

For configuration (II) we observe an agreement in the horizontal displacement direction for all three moving cores and in addition comparable amplitudes for $\Delta t \approx 2$ ns. For $\Delta t \approx 2$ ns the movements of the domain and the domain walls are strongly overlapping the vortex and antivortex movements (see Fig. 2) leading to a large uncertainty in the experimental determination of the core position. The horizontal displacement of the antivortex and the right vortex is very well reproduced, whereas the left vortex shows a somewhat larger displacement in the simulation; however, this deviation is comparable to the precision of the core determination of about 30 nm.

An analysis of the vertical displacement is more difficult because of the reduced amplitudes and is not shown. We can therefore not distinguish between a $[dua]$ and a $[udd]$ configuration consistent with the horizontal displacement observed for configuration (II). However, we can conclude that one vortex is antiparallel to the antivortex and the other vortex core in the present experiment.

In summary, we report results of vortex-antivortex dynamics. These include the dynamics of antivortices and the indirect coupling between vortex cores and the antivortex, which is mediated by the exchange interaction of the adjacent domain walls. This coupling is significant and introduces unexpected effects, such as the quenching of gyrotrropic motion for the antivortex in certain core configurations. Another consequence is the absence of simple eigenmodes describing the vortex gyration. By using simulations the strong influence of the vortex coupling on the core dynamics can in turn be used to determine the core configuration, a parameter otherwise inaccessible to direct observation.

Part of this work has been performed at the Swiss Light Source, Paul Scherrer Institut, Villigen, Switzerland. We are grateful to L. Bischoff for performing FIB. We thank S. Wintz, B. Liedke, M. R. Scheinfein, and C. H. Back for support and helpful discussions. We are indebted to D. Weiss (University of Regensburg) for making the clean-room available.
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[18] http://llgmicro.home.mindspring.com We use standard permalloy material parameters: exchange constant $A = 8 \times 10^{-12}$ J/m, saturation magnetization $M_s = 860.000$ A/m, magnetic damping constant $\alpha = 0.01$, uniaxial anisotropy $K_u = 0$. To take into account a possible resonant excitation we simulate a sequence of five full excitation cycles (every 16 ns) for each configuration. We observe no significant change in the frequencies or the trajectories of the vortex cores, only the amplitudes of the trajectories increase. For the analysis we use the averaged results of the third—fifth excitation cycles.
[19] See EPAPS Document No. E-PRLTAO-99-053742 for a table displaying the energies of the three configurations and a movie of the data shown in Fig. 2. For more information on EPAPS, see http://www.aip.org/pubservs/epaps.html.
[20] Simulations were done for a rectangle of $(5 \mu m \times 5 \mu m \times 20 \mathrm{~nm})$ and a cell size of $5 \times 5 \times 20 \mathrm{~nm}^3$ to limit the necessary memory and and computing times. The experiments are done on larger rectangles of $(10 \mu m \times 6 \mu m \times 20 \mathrm{~nm})$. We find good agreement between simulation and experiment justifying reduced size for the simulation.
Induced anisotropies in exchange-coupled systems on rippled substrates
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The role of monoatomic steps at the mutual interface between a ferromagnetic and an antiferromagnetic layer in a Ni81Fe19/Fe50Mn50 exchange bias system is enlightened. For this purpose a special ripple substrate with a well defined morphology is used. Due to the film morphology a strong uniaxial anisotropy is induced in the polycrystalline Ni81Fe19 layer, which is fixed in its orientation. By means of different field annealing cycles the direction of the induced unidirectional anisotropy can be chosen. For all mutual orientations both anisotropy contributions are superimposed independently and the angular dependence of the magnetization reversal behavior can be described perfectly by a coherent rotation model with one parameter set. In addition it is demonstrated that the magnitude of the unidirectional anisotropy contribution scales with the step density of the substrate, which is in full agreement with theoretical predictions.
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A thin ferromagnetic layer experiences a unidirectional anisotropy when an internal magnetic field is created due to the exchange coupling to an antiferromagnetic layer of sufficient thickness.1,2 A shift of the hysteresis loop, the so-called exchange bias field $H_{eb}$, is observed if the induced internal field exhibit a well defined direction. This is conventionally achieved by a field annealing cycle, i.e., the magnetization of the ferromagnetic layer is aligned along any desired direction, when the antiferromagnetic layer is cooled down below the blocking temperature. By doing so the spin configuration of the antiferromagnetic layer is frozen and generates an internal magnetic field which acts on the ferromagnetic layer. Since in a polycrystalline film the grains are usually randomly oriented in the film plane, no higher-order anisotropies are present and the angular dependence of $H_{eb}$ follows a simple cosine behavior, $H_{eb} = H_{eb0} + (\alpha M_x - \alpha M_y)$, as expected from a coherent rotation model. $\alpha M_x$ ($\alpha M_y$) is the angle between the magnetization direction (field-cooling direction) and a reference direction. However, if higher-order anisotropy contributions are present, as, for example, magnetocrystalline contributions in epitaxial systems,3–4 buffer induced anisotropy contributions,7,8 or shape anisotropy contributions in patterned films,9,10 a complicated angular dependence of the magnetization reversal behavior is observed. If in addition interfacial roughness comes into play, even more parameters enter the magnetization reversal process,11–13 which further complicate the interpretation. In general, in experimental papers addressing the effect of interfacial roughness published so far, the amount of roughness could neither be varied easily nor quantified absolutely. Thus no consensus about the effect of interfacial roughness on the unidirectional anisotropy could be achieved.

In this Rapid Communication a special template system is used which allows us (i) to easily determine the step density and thus the interfacial roughness, and (ii) to induce a strong uniaxial anisotropy which is directly related to the highly anisotropic step distribution. Thereby we can (i) unambiguously determine the roughness induced increase in unidirectional anisotropy, and (ii) since by means of different magnetic-field annealing cycles the mutual angle between uniaxial and unidirectional anisotropy can be chosen independently, we can study their potential intercorrelation.

In order to create such a template system, self-organized ripple formation during low-energy ion erosion is employed. This process is well known for semiconductor surfaces,14,15 where rather high topographic modulations (typically 2–20 nm) can be achieved. However, due to the ion erosion process the sample surface is amorphized. Ripple formation has also been studied for metallic surfaces and magnetic thin films.16–18 In these cases the topographic modulations are much smaller (≈0.2 nm) and so far these investigations are restricted to single crystalline surfaces. Therefore step-or morphology-induced anisotropy contributions are always superimposed by magnetocrystalline contributions. In order to simplify the interpretation of our results, magnetocrystalline anisotropy contributions have to be circumvented. This has been achieved by the deposition of initially low anisotropic polycrystalline Ni81Fe19 films on top of rippled Si surfaces.

The Si templates are created by 500-eV Ar+ sputtering of a Si(001) wafer with an incident angle of 67° with respect to the surface normal in high vacuum. A sputter fluence of $1 \times 10^{18}$ ions/cm² leads to a modulated Si surface which after deposition of a metallic buffer produces subsequently a high anisotropic step density (see Fig. 1). After ion erosion the templates have been removed from the vacuum chamber which leads to a natural oxide of 2–4 nm on the surface. Subsequent to initial atomic force microscopy (AFM) characterization the template was inserted into a molecular-beam epitaxy system. Prior to film deposition the sample was heated to 250 °C in order to clean the sample surface. Subsequently the whole layer stack, 2-nm Mn/9-nm Ni81Fe19/10-nm Fe50Mn50/2-nm Cr, was deposited at room temperature by e-beam evaporation (Cr, Ni81Fe19, Fe) and from a Knudsen cell (Mn), respectively. In order to compare the exchange bias system with the single ferromagnetic layer, the antiferromagnetic FeMn layer was deposited on half of the sample only. Subsequently the surface topography was reinvestigated by means of ex situ AFM. In order to further clarify the film morphology, cross-sectional transmission
The rms roughness of the ripple structure is determined to \( w = 0.74 \) nm. Although the metallic layer thickness is much larger than the surface corrugation of the initial template system, the ripple structure is reproduced completely with respect to periodicity and modulation amplitude. This can be observed nicely by inspection of the cross-sectional TEM image shown in Fig. 1(b).

For the interpretation of the magnetic measurements one of the crucial issues is to determine the different anisotropy contributions with the highest achievable accuracy. Therefore the whole angular dependence (360°) of the magnetization reversal behavior was measured (1° step size) and compared to numerical simulations based on a coherent rotation model which allows for the calculation of the hysteresis curves and subsequently of the angular dependence of \( H_{\text{eb}} \).

In this extended Stoner-Wohlfarth model\(^{19,20}\) the free-energy density can be written as

\[
f(\alpha_M) = -|H| \cos(\alpha_M - \alpha_H) - K_1 \cos(\alpha_M - \alpha_{K_1}) - K_2 \cos^2(\alpha_M - \alpha_{K_2}).
\]

\( K_1 \) and \( K_2 \) are the unidirectional and uniaxial anisotropy constants, respectively, \( H \) is the applied field, and \( M \) is the magnetization. All angles \( \alpha_i \), corresponding to \( K_1, K_2, H, \) and \( M \), are defined with respect to the ripple direction. Since this direction corresponds to the easy axis of the uniaxial anisotropy (see below), \( \alpha_{K_2} = 0 \). The mutual angle \( \angle (K_1, K_2) \) is then only given by \( \alpha_{K_1} \). For the calculation of the magnetization reversal curves the perfect-delay convention is used, i.e., the magnetization remains in a local-energy minimum until the energy barrier between local and global energy minimum vanishes.

Experimentally \( \alpha_{K_1} \) is set by applying a magnetic field of 2 kOe along different directions during a field annealing cycle. Three different configurations are discussed in the present Rapid Communication. In order to achieve a complete comparison between experimental and theoretical magnetization reversal curves a special graphical data representation is chosen. The longitudinal magnetization component is displayed color coded \((-M: \text{black}; +M: \text{white})\). A single hysteresis curve is displayed as a vertical line from \(-H \rightarrow +H \rightarrow -H \) as indicated in Fig. 2. The experimental data are
INDUCED ANISOTROPY IN EXCHANGE-COUPLED...

FIG. 3. (Color online) Angular dependence of $H_{\delta b}$ (experiment: full symbols; simulation: line) for the same configurations as in Fig. 2 (top: $\alpha_K = 1^\circ$; middle: $\alpha_K = 86^\circ$; bottom: $\alpha_K = 41^\circ$).

obtained by means of longitudinal magneto-optic Kerr effect measurements.

The whole angular dependence of the magnetization reversal curves, measured and simulated, are shown in Fig. 2(a) for three different configurations of $K_1$ with respect to $K_2$, i.e., $\alpha_K = 0^\circ$, $90^\circ$, $45^\circ$. For all simulations the same anisotropy constants $K_1 = 7.9 \times 10^4$ erg/cm$^3$ and $K_2 = 2.8 \times 10^5$ erg/cm$^3$ are used. The only free parameter in the simulations is the mutual angle between both anisotropy contributions $\alpha_K$, which has been set to $1^\circ$ (left column), $86^\circ$ (middle column), and $41^\circ$ (right column), respectively. The small deviations in $\alpha_K$ from the nominal values are attributed to a misalignment during the field annealing procedure, which causes slight asymmetries in the angular dependence. With these values of anisotropy and $\alpha_K$, a perfect agreement between the experimental data and the numerical simulations is obtained simultaneously for all three configurations and also the experimental asymmetries are well reproduced. In addition, in Fig. 2(b) the measured and simulated magnetization reversal curves are shown for an in-plane angle of $\alpha_M=200^\circ$ in a conventional way. Although both coercive fields are underestimated by the model in general, the exchange bias field, i.e., the loop shift, is reproduced perfectly. Its angular dependence, which has been extracted from the experimental and simulated magnetization reversal curves of Fig. 2, is shown in Fig. 3. Also this data representation demonstrates the perfect agreement between experimental data and the simulated angular dependence. The origin of minimal discrepancies are asymmetric deviations in coercivity. However, since no nucleation and domain-wall motion processes are considered in our model, the degree of congruence is still stunning.

The present results demonstrate that both anisotropy contributions are superimposed independently and that no inter-

TABLE I. Unidirectional $K_1$ and uniaxial $K_2$ anisotropy contributions of exchange bias films deposited either on a flat or a rippled Si substrate. To further characterize the substrates the corresponding maximum step densities are given.

<table>
<thead>
<tr>
<th>Step density (steps/nm)</th>
<th>Flat</th>
<th>Rippled</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 0.01$</td>
<td>$= 0.7$</td>
<td></td>
</tr>
<tr>
<td>Step distance (atomic units)</td>
<td>$\geq 500$</td>
<td>$= 7$</td>
</tr>
<tr>
<td>$K_1$ (erg/cm$^3$)</td>
<td>$6.6 \times 10^4$</td>
<td>$7.9 \times 10^4$</td>
</tr>
<tr>
<td>$K_2$ (erg/cm$^3$)</td>
<td>$2.5 \times 10^3$</td>
<td>$2.8 \times 10^4$</td>
</tr>
</tbody>
</table>

correlation between them is present. Furthermore, this also proves that dipolar effects arising from the film morphology exhibit only a negligible contribution to the unidirectional anisotropy and thus to the exchange bias effect. For a given interfacial roughness or step density the direction of the unidirectional anisotropy does not influence its magnitude. However, this finally leads to the question of whether the unidirectional anisotropy is influenced by the amount of interfacial roughness at all.

In order to address this issue, the same layer stack was deposited on a flat Si(001) substrate which has not been treated by ion erosion. After deposition both anisotropy constants have been determined using the same procedure as described above. In Table I the different anisotropy contributions are compared. The uniaxial anisotropy depends strongly on the step density and an increase by more than a factor of 10 is observed. In principle, this enhancement can have different microscopic origins: (i) dipolar effects due to the generation of stray fields,21,22 or (ii) step-edge anisotropies due to reduced atomic coordination originating from spin-orbit coupling.23,24 Based on Schlömann’s theory21 the dipolar contribution of one rough surface can be calculated by

$$K_2^{\delta p} = 2\pi M^2 w^2 / \lambda D$$

with $w$ the rms roughness (0.74 nm), $\lambda$ the periodicity (32 nm), and $D$ the film thickness (9 nm). Using the experimental values we obtain $K_2^{\delta p} = 2.8 \times 10^4$ erg/cm$^3$, exactly the value determined experimentally. However, since two interfaces are involved the calculated $K_2^{\delta p}$ is even larger than $K_2$. In any case, it becomes immediately clear that the dipolar contribution governs the uniaxial anisotropy. In contrast to epitaxial systems,16 the step-edge anisotropies are negligibly small. This can be understood considering the fact that the grains are oriented randomly in-plane and that consequently the step-edge orientation is random. The possible anisotropies arising from the step edges are thus canceled to a large extent.

In addition to the uniaxial anisotropy, also the unidirectional anisotropy is increased which can be attributed to an enhancement of uncompensated spins at the interface for a rippled interface with respect to a flat one. This is exactly what is expected19 if a compensated antiferromagnet is considered. For uncompensated antiferromagnets a decrease in unidirectional anisotropy is predicted.11 For the FeMn sys-
tem investigated here it is agreed that the magnetic ground state is the 3Q noncollinear magnetic structure, in which the magnetic moments align toward the center of the unit cell and thus create an ideally compensated antiferromagnetic material. Consequently, the observed increase in unidirectional anisotropy is in full agreement with theoretical predictions.

In summary we have demonstrated that a ripple structure gives rise to an increase of both unidirectional and uniaxial anisotropy contributions in exchange bias systems in agreement with theoretical predictions. However, the origin of the increase is different for both cases; dipolar effects (uniaxial anisotropy) and uncompensated spins (unidirectional anisotropy). Since the direction of the unidirectional anisotropy can be set along any in-plane direction with its magnitude remaining unchanged intercorrelation effects between both anisotropies can be ruled out. The magnetization reversal behavior can be perfectly reproduced by an extended coherent rotation model for all different configurations simultaneously with one parameter set only.
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Suppression of secondary phase formation in Fe implanted ZnO single crystals
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Unwanted secondary phases are one of the major problems in diluted magnetic semiconductor creation. Here, the authors show possibilities to avoid such phases in Fe implanted and postannealed ZnO(0001) single crystals. While α-Fe nanoparticles are formed after such doping in as-polished crystals, high temperature (1273 K) annealing in O2 or high vacuum before implantation suppresses these phases. Thus, the residual saturation magnetization in the preannealed ZnO single crystals is about 20 times lower than for the as-polished ones and assigned to indirect coupling between isolated Fe ions rather than to clusters. © 2007 American Institute of Physics.
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Diluted magnetic semiconductors (DMSs) such as transition metal (TM) doped ZnO have recently attracted huge attention due to their application potential in spintronics. 1,2 Especially for rather easy available n-type ZnO, TM dopants such as Fe or Co but not Mn are theoretically predicted to yield ferromagnetic coupling. 2 One of the major drawbacks in preparation is the unwanted formation of magnetic secondary phases for high TM concentrations (~5%) necessary mimicking a room-temperature DMS. In this letter, we show that unwanted secondary phases in ZnO single crystals implant doped with Fe can be avoided by annealing the crystals prior to implantation. Moreover, weak ferromagnetic properties are introduced that are not related to ordinary superparamagnetic nanoparticles. Thus, the following sample set has been prepared by hydrothermal, commercial epipolitivation ZnO(0001) substrates purchased from Crystal: (1) nonpreannealed, i.e., as polished, (2) O2 preannealed in flowing O2 at 1273 K for 15 min, and (3) vacuum preannealed in high vacuum (base pressure <1×10-6 mbar) at 1273 K for 15 min. O2 annealing at high temperatures is known to reduce lattice damage in the near surface region of ZnO. 6,3 Vacuum annealing (3), was chosen due to the formation of point defects that might mediate indirect ferromagnetic coupling of the implanted ions. 8–10 Note that mild vacuum annealing around 873 K usually introduces both O vacancies and Zn interstitials. 11 After high temperature annealing, however, Zn interstitials are not stable, i.e., the defects are dominated by oxygen vacancies. 12 Following that paper, oxygen vacancies are not expected to mediate ferromagnetic coupling, while Zn interstitials are. Thus, our approach, in addition to the suppression of secondary phases, would give a confirmation of these different effects of various kinds of defects for the case of Fe doping. For further processing, our samples were subjected to 57Fe ion implantation. The implantation energy was 80 keV at an incident angle of 7° yielding a projected range of 38 nm and a straggling of 17 nm (TRIM). The implanted Fe fluence of 2 ×1016 cm−2 yielded a maximum atomic concentration of 5%. In order to avoid magnetic secondary phases already in the as-implanted samples, a low implantation temperature of 253 K was used. 3 Postimplantation annealing for lattice recovery was performed in high vacuum at a temperature of 823 K for 15 min. The base pressure was below 1×10−6 mbar. The particular parameters for the postannealing have been chosen to avoid long-range diffusion and oxidation of the implanted Fe as have been observed earlier for higher annealing temperatures. 4 For a detailed analysis we applied x-ray diffraction (XRD) using a Siemens D 5005 diffractometer equipped with a Göbel mirror for enhanced brilliance, Rutherford backscattering/channeling (RBS/C), atomic force microscopy (AFM), conversion electron Mössbauer spectroscopy (CEMS) at room temperature, x-ray absorption spectroscopy (XAS) performed at beam line 8.0.1 of the Advanced Light Source in Berkeley, and superconducting quantum interference device (SQUID) magnetometry with the magnetic field applied parallel to the sample surface. RBS/C revealed no significant change of the crystallinity after postannealing. In contrast, AFM (not shown) reveals pronounced changes of the crystal surface morphology. After O2 postannealing, the root mean square surface roughness (Rq) of the ZnO sample slightly increases from 0.23 to 0.27 nm and regularly oriented steps appear. The latter is an indication for surface recrystallization. 3 Vacuum postannealing, in contrast, yielded a surface roughness of 23 nm. While after implantation a slight increase of Rq is detectable, postannealing does not change Rq significantly for any of the samples. RBS/C for both the preannealed and nonpreannealed crystals [Fig. 1(a)] shows a decrease of the minimum channeling yield (Xmin) with postannealing. The drop is largest for the nonpreannealed crystal and smallest for the vacuum preannealed sample. The lowest Xmin is achieved for the O2 preannealed crystal. Xmin directly reflects the crystalline homogeneity, i.e., while an amorphous sample shows a Xmin of 100%, a perfect single crystalline sample exhibits 1%−2%. Diffusion of the implanted Fe due to postannealing could be ruled out by means of RBS/C random spectra [Fig. 1(b)]. Bumps origi-
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nating from the implanted Fe are visible in all samples that allow us to investigate the potential diffusion of the Fe inside ZnO. Upon postannealing at 823 K these bumps do not shift, i.e., Fe is not segregating over larger distances. In order to check the potential formation of secondary phases, XRD of the implanted and postannealed samples has been performed. The presence of secondary phases has only been observed for the nonpreannealed and postannealed crystal (not shown), i.e., α-Fe nanoparticles of 7 nm mean diameter, as calculated using the Scherrer formula.13

In order to further prove that metallic nanoparticle formation has been avoided by our preannealing, element specific spectroscopy was applied. We performed CEMS and XAS, respectively. While CEMS is more bulk sensitive, XAS recording the total electron yield is rather sensitive to the surface region. The combination of both methods thus leads to a complete picture of the charge states of the implanted Fe. Moreover, CEMS allows simultaneous detection of electronic and magnetic properties at the nucleus of the implanted Fe. The CEM spectra of the as-implanted samples (not shown) look similar exhibiting mixed Fe$^{2+}$ and Fe$^{3+}$ valence states. No magnetic sextet was detected for any of the samples, thus, they are comparable to the ones from earlier work.3,14 Figure 2 shows CEM spectra for all the postannealed samples. Only the nonpreannealed one shows a magnetic hyperfine field with an isomer shift equal to that of α-Fe. The value of the magnetic hyperfine field is distributed over a wide range so that it can be assumed that a large part of the Fe ions also does not contribute to the full magnetic bulk moment. In contrast, no indication for metallic Fe exists in the spectra of the preannealed samples. They show similar hyperfine parameters dominated by a Fe$^{3+}$ doublet. Please note that after postannealing, Fe$^{2+}$ states are only present for the preannealed crystals but not for the nonpreannealed ones. The XAS measurements of the postannealed samples yield similar results (Fig. 3), i.e., ionic 2$^+$ and 3$^+$ valence states in all of the crystals with a contribution from metallic Fe solely in the nonpreannealed sample. Also for the O$_2$ preannealed sample we find a good coincidence between the Mößbauer and XAS data. That is, from the multiplet structure of the corresponding Fe $L_{3,3}$ XAS (third spectrum from the top in Fig. 3) one can conclude that Fe$^{3+}$ ions are dominating in this sample, whereas the presence of some Fe$^{2+}$ ions cannot be excluded. We find quite good agreement with the Fe $L_{3,3}$ XAS of Fe$_3$O$_4$ comprising 66.7% Fe$^{3+}$ and 33.3% of Fe$^{2+}$ ions. On the other hand, we find some differences in detail in the case of the vacuum preannealed crystal. The bulk sensitive CEMS suggests a very similar valence state than for the O$_2$ preannealed sample, dominated by Fe$^{3+}$ ions. The more surface sensitive XAS also suggests a mixed valence state, however, involving some more Fe$^{2+}$ than Fe$^{3+}$ states. The XAS of the O$_2$ preannealed sample is very similar to that of a Sr$_2$FeMoO$_6$ sample which has been found to have a mixed iron valence state involving around 65% Fe$^{2+}$ ions and 35% Fe$^{3+}$ ions.16 This discrepancy could be explained by different spatial distributions of the charge states for the different preannealing conditions. From this analysis, we conclude that...
nanoparticle formation is suppressed by both preannealing methods. The mechanism of the suppression is not yet completely clear. Removal of defects acting as nucleation centers or introduction of defects immobilizing the Fe ions might be an explanation.

The magnetic properties were analyzed by means of SQUID magnetometry. The hydrothermally grown virgin samples are purely diamagnetic with a susceptibility of $-1.62 \times 10^{-7}$ emu/g Oe. This value is consistent with the one observed by Quesada et al., i.e., $-1.62 \times 10^{-7}$ emu/g Oe. The difference might originate from the much different preparation method of the ZnO samples by this group. Pronounced ferromagnetic properties were only found for the vacuum preannealed crystals after postannealing. The origin of the observed ferromagnetic properties is rather speculative at this point. First, due to the very low saturation magnetization achieved, we conclude that a large amount of defects created by high temperature annealing, probably oxygen vacancies, do not lead to pronounced ferromagnetic coupling of the implanted Fe ions. Second, it is rather likely that implantation or postannealing might enhance the coupling of remnant defects created by implantation plus mild postannealing.

In summary, we demonstrated that preannealing of commercial ZnO(0001) single crystals in both flowing O$_2$ or vacuum suppresses metallic secondary phase formation after Fe implantation and mild postannealing in contrast to the nonpreannealed crystals. Weak ferromagnetic properties are induced in the vacuum preannealed crystals. These properties cannot be associated with ordinary superparamagnetic nanoparticles but could be due to indirect coupling mediated by point defects.

FIG. 4. ZFC-FC magnetization vs temperature measurements and magnetic hysteresis loops (insets) for all Fe implanted and postannealed ZnO single crystals [(a)–(c)]. The ZFC curves were obtained by cooling the sample from 300 down to 5 K in zero field and subsequently annealing it back to 300 K in 50 Oe field. The FC curves were obtained during subsequent cooling of the sample down to 5 K in a 50 Oe field. For the insets, the diamagnetic background was subtracted. (a) Nonpreannealed sample exhibiting α-Fe nanoparticles [(b) and (c)] O$_2^-$ and vacuum preannealed crystals after postannealing. (d) As-implanted vacuum preannealed crystal (for comparison). The latter three show a weak separation in the ZFC-FC and very low saturation moment in the hysteresis loops, as compared to (a). For (c) and (d), the thermomagnetic irreversibility temperature is above 250–300 K.

0.025$\mu_B$ per implanted Fe ion. As compared to α-Fe the magnetic moment per implanted Fe ion is about 20 times smaller than the as-purchased crystal after postannealing. The shape of the ZFC-FC curve could be explained assuming regions with inhomogeneous Fe content as can be expected from the low temperature implantation. Postannealing, however, smoothes the ZFC-FC curve. The origin of the observed ferromagnetic properties is rather speculative at this point. First, due to the very low saturation magnetization achieved, we conclude that a large amount of defects created by high temperature annealing, probably oxygen vacancies, do not lead to pronounced ferromagnetic coupling of the implanted Fe ions. Second, it is rather likely that implantation or postannealing might enhance the coupling of remnant defects created by implantation plus mild postannealing.

In summary, we demonstrated that preannealing of commercial ZnO(0001) single crystals in both flowing O$_2$ or vacuum suppresses metallic secondary phase formation after Fe implantation and mild postannealing in contrast to the nonpreannealed crystals. Weak ferromagnetic properties are induced in the vacuum preannealed crystals. These properties cannot be associated with ordinary superparamagnetic nanoparticles but could be due to indirect coupling mediated by point defects.
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It is reported that standing surface-plasmon-polariton (SPP) waves can cause regular thickness
undulations of thin polymethyl methacrylate (PMMA) films above a metallic substrate. Ripples,
rings, and hillock arrays with long-range order were found. Numerical calculations reveal that
periodic in-plane temperature profiles are generated in the PMMA due to the nonradiative damping of
SPP interference patterns. Computer simulations on the temperature-gradient-driven mass
transport confirm that thermocapillarity is the dominating mechanism of the observed surface
patterning. © 2007 American Institute of Physics. [DOI: 10.1063/1.2432282]

In the course of miniaturization of functional structures, capillary effects have become increasingly important due to the large surface-to-volume ratio at the micro- and nanoscale. This principle applies equally to systems in the liquid and in the solid state.\(^1\)\(^,\)\(^2\)\(^,\)\(^3\) The difference lies in the microscopic kinetics of these systems: hydrodynamic flow on the one hand and atomic diffusion on the other. If a system is left to itself, capillarity-driven processes lead to surface free energy minimization; thus, the morphology of functional structures may strongly change in a self-organizing manner.\(^1\)\(^,\)\(^2\)\(^,\)\(^3\) On the contrary, if a system is exposed to external forces it can be driven to a nonequilibrium state. Thermal gradients for instance give rise to thermocapillary forces which trigger a biased material flux.\(^4\) If these gradients are periodic in space, long-range-ordered structures can be achieved.

In this letter, we report on a method to fabricate long-range-ordered thickness undulations in thin polymethyl methacrylate (PMMA) films on metals. This method, which uses periodic in-plane temperature fields induced by the damping of surface plasmon polaritons (SPPs), was previously used to characterize SPP propagation and scattering.\(^5\) Here, experiments and numerical calculations are performed to further elucidate the underlying mechanisms for creating the observed thickness undulations. Reflection pole method (RPM) calculations\(^6\) are used to determine the spatially dependent power losses generated by SPPs excited at a PMMA/Au interface. These losses give rise to local heating. Taking these losses as a spatially varying heat source, heat conduction calculations show that periodic temperature fields, which result in thermocapillary effects in the PMMA, are produced. Kinetic Monte Carlo (KMC) simulations reveal that such in-plane thermal gradients trigger a biased material transport. It is expected that this nonequilibrium fabrication method of SPP lithography can be applied to other thin film systems (particularly thin polymer films) in order to achieve regular thickness undulations with long-range order.

In Fig. 1, sample structure and experimental procedure are drawn schematically. A 50 nm thick patterned metal film (45 nm Au, 5 nm Ti sticking layer) was deposited on a Si(001) wafer (500 µm thick). Afterwards, a 1 µm thick 495 000 molecular weight PMMA film was spin coated over the whole wafer. The samples were then exposed for 1 s to CO\(_{2}\) laser light (λ=10.64 µm) at room temperature (RT). The 5 W quasi-continuous-wave\(^7\) linearly polarized laser beam\((\mathbf{E}=\mathbf{E}_p)\) was focused to a spot of approximately 200 µm diameter, illuminating the patterned Au structures at normal incidence. After laser irradiation, surface profiles were imaged with differential image contrast (DIC) and atomic force microscopy.

In Fig. 2(a), a DIC micrograph that clearly indicates a ripple structure on the PMMA is shown. The periodic ripples only occur above the rectangular Au pads (region “B” in Fig. 1). In those areas with no Au beneath the PMMA (region “A” in Fig. 1), no periodic PMMA surface roughening is observed after laser irradiation. The ripple pattern is only periodic along the direction of laser polarization \(\mathbf{e}_p\), as expected for a standing wave arising from a transverse magnetic (TM) guided mode. The location (above Au) and observed polarization dependence (TM) strongly suggest that the ripple patterns are caused by SPPs. Furthermore, our electromagnetic simulations based on RPM calculations\(^6\) show that the structure supports a SPP mode with a wavelength of 10.2 µm but no other waveguide modes. That SPPs induce the ripple structure becomes even more evident in the case of more exotic SPP interference patterns which are observed when Au pads of different geometries are illuminated [Figs. 2(b) and 2(c)]. The excitation of SPPs at curved or angled interfaces results in circular and triangular interference patterns that induce annular and hillock patterns on the PMMA surface, respectively.

FIG. 1. Schematic drawing of (a) sample setup, experimental procedure, and (b) the periodic surface pattern obtained.
Since the SPPs are excited from the edges of the Au pad, the optical field is given by (ignoring SPP reflections) $$E_{\text{opt}} = E(z) e^{-ikz} + E(z)e^{i(kz+\delta)} e^{-i\omega t},$$ where $E(z)$ corresponds to the standing wave produced by the incident laser reflected off the Au surface, $E_i(z)$ are the SPPs excited at the left and the right edge of the structure, $k$ is the SPP wave vector, and $\delta$ is the phase shift between the incident and SPP field. The damping of the optical field is given by $\frac{dE}{dt} = \omega x E \times \mathbf{3}(k) \times 1/2/(E_{\text{opt}}E_{\text{opt}}^*)$, where $u$ is the electromagnetic energy density. With the above equation for $E_{\text{opt}}$ the loss contains terms, which are only $z$ dependent, and interference terms, which have a periodicity along $x$. Interference of the two counterpropagating SPPs with each other and with the incident laser result in periodicities with wavelengths of $1/2 \lambda_{\text{SPP}}$ and $\lambda_{\text{SPP}}$, respectively. The measured ripple patterns on rectangular Au pads have a peak-to-trough distance of approximately 40 nm and a periodicity of 10.7±0.4 μm. We attribute the measured periodicity to interference of the incident laser with SPPs. The deviation of the measured periodicity from the calculated SPP wavelength is consistent with weak coupling to the SPP due to damping of the SPP/incident laser interference pattern. In Fig. 4, the stationary temperature field for one period of $\lambda_{\text{SPP}}$ is shown for the case of a 1% coupling to the SPP. Here, a mean temperature in the PMMA of 382 K is achieved; this is slightly above the PMMA glass transition temperature at 378 K. The lateral temperature gradient at the PMMA surface is about 1 K/μm. Taking into account the PMMA surface tension, $\sigma_{\text{PMMA}} = 4.11 \times 10^{-2}$ N m$^{-1}$ (at 20 °C), and its temperature coefficient, $d\sigma/dT = -7.6 \times 10^{-5}$ N m$^{-1}$ K$^{-1}$, it can be estimated that $d\sigma/dx = d\sigma/dTdx/dT = 76$ N m$^{-2}$. This surface tension gradient causes the PMMA to flow from hot to cold regions resulting in thickness undulations. In the undulated PMMA layer, the Laplace pressure, $p = \kappa \sigma$, where $\kappa$ is the local curvature and $\sigma$ is the local surface tension, has to be position independent in the stationary regime: $kdx/dx + \sigma dx/dx = 0$. With the approximation $\kappa = dh/dx^2$, where $h(x)$ describes the surface profile, we get $d\sigma/dx^3 = -d/h/dx^2 \pi \Delta T/(\lambda/\sigma) \times d\sigma/dT \cos(2\pi x/\lambda)$. Solving this equation numerically, we find that the experimentally observed thickness undulation amplitude of $\Delta h = 40$ nm requires a surface temperature variation of $\Delta T = 5K$ which is in agreement with the calculated temperature profile. Apparently, the system is stationary after 1 s of laser illumination. A larger amplitude of the thickness undulation would be obtained with a larger in-plane temperature gradient. This might be achieved by a higher laser power and/or with a pulsed laser. Yet, a mean temperature above the glass transition temperature of PMMA is required to ensure sufficient kinetics in the system.

Computer simulations were performed for a microscopic understanding of the formation of thin film thickness undulations by in-plane thermal gradients. In a KMC model, an Ising-type potential with a nearest neighbor interaction based on a face-centered cubic lattice is considered. The system with (256×256×64) lattice sites has periodic boundary conditions in the x-y plane. Time is measured in Monte Carlo steps (MCS). Further details of the KMC method are given in Ref. 13. Referring to the scenario of Fig. 2(a), the image series in Figs. 5(a)–5(d) depicts the reaction pathway of the thermocapillarity-induced ripple formation on a thin film. For the sake of simplicity, a stationary sinusoidal temperature profile, $T(x) = T_0 - \Delta T \sin(kx)$, is considered resembling the periodic temperature profile in Fig. 4 generated by the optical field. The mean temperature $T_0$ is high enough to supply sufficient thermal activation for a fast material transport. Due to the small size of the simulation cell a rather high temperature gradient ($\Delta T/T_0 = 0.2$) was used to achieve well-pronounced ripples with a short wavelength. According to $S_{\text{int}}$ denotes the loss that is periodic along $e_z$ with a wavelength of $\lambda_{\text{SPP}}$ due to damping of the SPP/incident laser interference pattern.
Figs. 5(a)–5(d) biased material transport from hot to cold regions in the film is observed; thus, surface ripples are formed with the periodicity of the temperature profile. This periodic material redistribution is in phenomenological agreement with the experiment. In Figs. 5(e) and 5(f), two sinusoidal in-plane temperature profiles are superimposed orthogonally, i.e., \( T(x, y) = T_0 + \Delta T \sin(kx) \sin(ky) \). Resembling the experimental situation of Figs. 2(b) and 2(c), this situation results in the formation of a hillock array on the surface. Patterns with equal spatial frequencies but smaller (larger) amplitudes were obtained assuming lower (higher) temperature gradients. To a certain extent, a controlled material redistribution seems to be possible by adjusting the steady-state temperature profile. Due to the general aspect of KMC simulations it is expected that this nonequilibrium fabrication process of regular thickness undulations may be applicable to other thin film systems, even in the submicrometer range.

In conclusion, we have demonstrated that long-range-ordered regular surface patterns on thin PMMA films can be obtained by SPP-induced thermocapillarity. Periodic in-plane temperature fields were achieved by the nonradiative damping of standing SPP waves at a PMMA/Au interface. Numerical calculations on optical power loss and heat conduction as well as kinetic Monte Carlo simulations provide strong evidence that thermal gradients are the driving force of the in-plane material transport.

The authors would like to thank Anu Chandran for valuable discussions and assistance with RPM calculations. This work was partly supported by the German Research Foundation (project HE2137/2-1) and the Center for Probing the Nanoscale, a NSF Nanoscale Science and Engineering Center (PHY-0425897).

\(^{7}\)The laser is excited with a 5 kHz, 5% duty cycle square wave form. Due to the slow response of the laser plasma (~100 \( \mu \)s rise and fall time) the resulting output is mostly constant with a small 5 kHz amplitude variation.
\(^{10}\)The following materials parameters were used: \( \lambda_{\text{Wi}} = 0.0245 \text{ W m}^{-1} \text{K}^{-1} \), \( \lambda_{\text{Si}} = 0.16 \text{ W m}^{-1} \text{K}^{-1} \), \( \lambda_{\text{PMMA}} = 0.317 \text{ W m}^{-1} \text{K}^{-1} \), and \( \lambda_{\text{Au}} = 148 \text{ W m}^{-1} \text{K}^{-1} \).
\(^{12}\)www.surface-tension.de/solid-surface-energy.htm

The temperature profile depends on the thermal contact to the sample holder. The assumed 0.5 \( \mu \)m air slit has the thermal resistivity of a carbon tape, approximately.
Switchable two-color electroluminescence based on a Si metal-oxide-semiconductor structure doped with Eu
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A Si metal-oxide-semiconductor electroluminescent device structure is reported which emits two colors, while being doped with a single rare-earth element. Thermally grown SiO$_2$ oxide layers were implanted with Eu and subsequently annealed. Depending on the electrical excitation current, the luminescence is red or blue, which can be ascribed to electronic transitions in tri- and divalent europium (Eu$^{3+}$ and Eu$^{2+}$), respectively. © 2007 American Institute of Physics.

[DOI: 10.1063/1.2735285]

Great efforts are currently undertaken worldwide to achieve efficient light emission from Si based structures and devices with the aim of developing an integrated optoelectronic platform on Si. Such light emitters appear attractive due to their material compatibility with the complementary metal-oxide-semiconductor (MOS) technology and may represent not only the basis for inter/intrachip optical interconnects but also, e.g., microdisplays, waveguide amplifiers, or biological agent detection. Among the most promising approaches toward this goal are Si nanoclusters, often embedded in a SiO$_2$ matrix and codoped with rare-earth ions. Yet also sole doping with rare-earth ions can lead to light emission of different colors related to their specific energy level structure. Rare earths have also been embedded in other transparent host materials such as the wide-gap semiconductors SiC (Ref. 8) and GaN. Recently, we have demonstrated MOS based light emitting diodes (MOSLEDs) doped with Er$^{3+}$, Tb$^{3+}$, Ce$^{3+}$, or Gd$^{3+}$ emitting in the infrared, green, blue, and ultraviolet spectral ranges, respectively. These MOSLEDs typically reach external quantum efficiencies between 1% and 10%. In this letter we demonstrate a switchable two-color MOSLED doped with Eu, taking advantage of the fact that Eu occurs in the two oxidation states Eu$^{3+}$ and Eu$^{2+}$. The electroluminescence (EL) can be switched with the excitation current between red (low current) and blue (high current), ascribed to electronic transitions in tri- and divalent Eu ions, respectively.

Most of the rare-earth (RE) elements occur in host materials in their trivalent oxidation state. Their 4$f^n$ configuration is relatively isolated and the next excited configuration 4$f^{n-1}$5$d$ is located more than 5 eV above the ground state of the 4$f^n$ configuration. The 4$f$ electrons of RE$^{3+}$ ions embedded in solids are thus well shielded from external fields, and sharp lines due to intrashell 4$f$-4$f$ transitions for both optical absorption and emission spectra are observed. These transitions are dipole forbidden in the free ions and become allowed only due to the reduced symmetry of the host matrix. Eu, Sm, and Yb can also exist in solids as divalent ions containing one more electron. The 4$f^{n-1}$5$d$ states of RE$^{2+}$ ions interact strongly with the matrix and the interconfigurational 4$f^n$ to 4$f^{n-1}$5$d$ transitions of divalent rare earths are dipole allowed. They have transition strengths several orders of magnitude higher than 4$f$-4$f$ transitions. However, this does not necessarily translate into higher electroluminescence intensity, since the latter also depends on nonradiative relaxation time and the excitation efficiency.

The MOSLED device structures were prepared by standard silicon complementary MOS technology on 4 in. n-type silicon wafers. The structure consists of an active gate oxide area (SiO$_2$) surrounded by a 1 μm thick field oxide. Thermally grown 100 nm thick SiO$_2$ layers were implanted by Eu with an energy of 1 keV and subsequently annealed at 900 °C for 40 min. The concentration of Eu was ranging from 0.5% up to 3%. In order to protect the oxide layer against instability breakdown, a 50 nm SiON layer was deposited on it by plasma-enhanced chemical vapor deposition (ratio between O and N was 1:1). The gate electrode consists of a 100 nm thick indium tin oxide (ITO) deposited by rf sputtering. The diameter of the MOS device was between 1 and 500 μm. The EL spectra were measured at room temperature in the region from 350 to 750 nm on MOS structures with a circular ITO electrode of 200 μm diameter at constant current supplied by a source meter (Keithley 2410). The measurements were performed with electron injection from the silicon substrate. The same type of structures was used for the investigation of the EL intensity as a function of excitation current. The EL signal was recorded using a monochromator (Jobin Yvon Triax 320) and a photomultiplier (Hamamatsu H7732-10). Photographs were taken by a standard digital camera connected with an optical microscope.

Figure 1 shows the EL spectra of MOSLED devices implanted with different concentrations of Eu under 10 μA dc current injection. The EL is generated by hot-electron induced impact excitation of RE ions during Fowler-Nordheim tunneling. Peaks at 573, 616, and 655 nm are attributed to the 4$f^3$D$_{J=1,2,3}^0$F$_J$ intrashell transitions of Eu$^{3+}$, whose spectral positions are known to depend only weakly on the host material. On the other hand, the 5$d$ electrons strongly interact with the host crystal field, and therefore the peak position of the lowest transition of Eu$^{2+}$ doped materials varies more strongly with the host material than is the case for RE$^{3+}$ doping. In the case of the SiO$_2$ matrix, divalent europium exhibits two broad bands with maximum...
intensities at 400 and 470 nm, corresponding to the 4f^6 5d-4f^7 (^3F_2) transitions. (Note that the peak at 470 nm may also have some contribution from oxygen deficiency centers in SiO_2). For Eu^{2+} the strongest luminescence was observed for a concentration of 3%, while the trivalent europium shows the highest electroluminescence for the lowest europium concentration (0.5%). At higher concentrations, this intra-4f^7 electroluminescence may undergo concentration quenching, caused by a nonradiative energy transfer between two neighboring Eu atoms.

Figure 2 shows the dependence of the blue and red EL intensities and applied voltage on the current for samples containing 0.5% of Eu. The radiative transition between the ^3D_0 and ^1F_2 levels in Eu^{3+} is observed already for a current of 2 × 10^-7 A and a voltage of 99 V. With increasing injection current the red light monotonically increases up to the breakdown point. To obtain a population of the first excited level 4f^5 5d in divalent europium, higher voltages (>105 V) and current (>4 × 10^-7 A) are needed. An increase of the 400 nm emission with current was observed up to 1 mA before it is finally quenched. For a current of up to 90 µA, the red light dominates over the blue one. In the range of 90 mA–1.8 the reverse situation is observed. The inset of Fig. 2 shows the blue/red ratio of the EL intensity versus current. It is clearly visible that by a proper choice of the operation current regime it is possible to switch between the two main colors: red and blue. In addition, for a current of around 100 µA as well as higher than 1.8 mA both colors have similar intensity resulting in violet emission [see Fig. 3(c)]. Operating at one of these crossover points, switching can be achieved by superimposing a small ac modulation voltage. Such a switchable two-color behavior has not been reported before for Si based light emitters. We are only aware of GaN based devices, where two colors were generated using two different rare-earth ions (Er and Eu).

The simplest explanation of the color change with applied voltage can be given considering the hot-electron distribution in the oxide. At lower electric fields the average electron kinetic energy is only sufficient to excite the red transition (transition energy of ~2 eV), whereas at higher fields the electrons are more energetic and can also excite the blue transition (2.5–3 eV). Another possibility is electron capture at high current. A more detailed understanding of the microscopic mechanism will require further experiments.

Figure 3 shows photographs taken from devices of 200 µm diameter by a standard digital camera under an optical microscope. The red-light emission obtained with low-current excitation is presented in Fig. 3(a). Similar results were observed by Heikenfeld et al., from a GaN:Eu LED. The blue electroluminescence [see Fig. 3(b)] from any matrix containing Eu^{2+} was not observed up to now. Kim and Holloway have identified both divalent and trivalent europium ions in GaN by x-ray photoelectron spectroscopy, but they observed EL only from Eu^{3+}. Cathodoluminescence from Eu^{2+} doped BaMg_{1-x}Si_{1+y}Al_{10}O_{17} has been reported by Studenikin and Cocivera.

In summary, we have presented a switchable two-color MOSLED device structure based on a Eu implanted SiO_2 layer. This shows that photonics based on silicon has still a lot of potential, and even offers interesting optoelectronic functionalities. Future goals will be aimed toward a microscopic understanding of the two-color behavior and a reduction of the operating voltage by using thinner oxides. Combination with a green light emitter such as SiO_2: Tb could result in a Si based full-color microdisplay.

The authors would like to thank J. Winkler and F. Ludewig for the ion implantation, H. Felsmann, C. Neisser, and G. Schnabel for the processing of the MOS structures.
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Seventy years ago Meyer and Neldel investigated four polycrystalline $n$-type conducting ZnO rods [W. Meyer and H. Neldel, Z. Tech. Phys. (Leipzig) 12, 588 (1937)]. The specific conductivity increased exponentially with temperature. A linear relationship between the thermal activation energy for the specific conductivity and the logarithm of the prefactor was observed. Since then thermally activated processes revealing this behavior are said to follow the Meyer-Neldel (MN) rule. We show that the emission of charge carriers from deep electron traps in ZnO follows the MN rule with the isokinetic temperature amounting to $226 \pm 4$ K. © 2007 American Institute of Physics.

[DOI: 10.1063/1.2819603]

In this work, we report on the properties of deep electron defects in ZnO thin films probed by deep level transient spectroscopy (DLTS). The apparent thermal activation energy $E_a$ and the capture cross section $\sigma_i$ are the fingerprints of deep defects. However, due to the simple analysis of DLTS data,

$$e_i(T) = 1/\tau = N_e \nu_0 \sigma_i \exp(-E_a/k_B T) = e_0 T^2 \exp(-E_a/k_B T),$$

where a temperature independent capture cross section $\sigma_i$ is assumed, the reported capture cross sections vary over many orders of magnitude. The parameter $e_0$ is related with the apparent capture cross section $\sigma_i$ by

$$e_0 = N_e \nu_0 \sigma_i/T^2 = 4 \pi \left( \frac{m^* k^2}{h^3} \right) \sqrt{6 \pi \sigma_i},$$

Therefore, even in nominally undoped, intrinsically $n$-conducting ZnO, the “fingerprints” of deep defects are not unambiguous.

Seventy years ago Meyer and Neldel investigated the temperature dependence of the specific conductivity $\sigma$ in ZnO and other oxides and compounds and found that the conductivity depends exponentially on temperature,

$$\sigma = \sigma_0 \exp(-E_a/k_B T),$$

$$[\sigma] = \Omega^{-1} \text{ cm}^{-1}.$$}

Furthermore, they observed that the prefactor $\sigma_0$ depends on the activation energy $E_a$.

$$\ln(\sigma_0) = \ln(N_0) + E_a/k_B T_{iso},$$

with $N_0$ being a true constant and $T_{iso}$ being the so-called isokinetic temperature. The empiric Meyer-Neldel (MN) behavior has been found in different thermally activated processes including charge emission and current flow, and is well known to chemists from surface desorption processes. Equation (4) is a good approximation if the conductivity is determined by deep traps. However, if shallow impurities determine the conductivity, the parameter $\sigma_{iso}$ strongly depends on the Fermi level position and mobility, and appears to be temperature dependent. If determined from conductivity measurements, the $\sigma_{iso}$ parameter thus may differ in one and the same material with different deep traps and shallow impurities.

We probed the parameters of deep electron defects in $n$-type conducting ZnO thin films using DLTS. Different groups report on thermal activation energies ranging from 0.1 up to 0.6 eV below the ZnO conduction band minimum and an abnormally large variation of the capture cross section. Here, we report a correct analysis of DLTS data with a temperature dependent capture cross section and reveal that deep electron defects in ZnO exhibit a MN behavior. Our work will enable the categorization of deep electron defects in ZnO with respect to the change of phonon configuration entropy in the thermally activated carrier detrapping from deep defects. We have investigated more than 130 samples of $\sim$1 $\mu$m thick ZnO films by DLTS. The epilayer structures consist of an $\sim$0.2 $\mu$m thick 1% Al-doped ZnO layer grown by pulsed laser deposition on $10 \times 10$ mm$^2$ $\alpha$-plane sapphire substrates using a KrF excimer laser, serving as the Ohmic back electrode, before the deposition of undoped ZnO films or of ZnO films doped with different 3$d$ transition metal ions. All deposited films were $n$ conducting. Finally, circular Schottky contacts were fabricated by thermal evaporation of Pd on the film surface.

DLTS is a powerful technique to characterize deep defects in the depletion region of reverse biased diodes by providing the thermal activation energy $E_a$, electron capture cross section $\sigma_i$, and defect concentration $N_i$. For DLTS, the free charge carrier concentration has to be at least one order of magnitude larger than $N_i$ in order to ensure that the Fermi level position is not influenced by the deep defects themselves. Typically, this condition is fulfilled in our samples for temperatures above 50 K with free charge carrier concentra-
tions ranging between $10^{16}$ and $10^{18}$ cm$^{-3}$. The DLTS technique records temporal capacitance changes after filling deep defects in the depletion region by applying a pulse voltage $U_p$ during the filling pulse time $t_p$. For short filling pulse duration, not all deep defects may be filled resulting into a too small value for the capture cross section. We recorded the capacitance transients up to $T=300$ K in steps of 1 K at different period widths $T_w$ and filling pulse times $t_p$ ranging between 1 and 100 ms using a FT 1030 DLTS system$^{10}$ and a “square-lock-in” correlation function with a largest detectable emission rate of $e_i=15$ 000 s$^{-1}$. For most samples, the filling pulse duration was long enough. DLTS spectra of two samples containing dominant defects with the same apparent thermal activation energy $E_a$ and the apparent capture cross section varying by two orders of magnitude are shown in Fig. 1(a) for three different period widths. DLTS peaks occur where the emission rate of the traps $e_i(T)$ [Eq. (1)] lies within the period width,$^9$ i.e., the response peak shifts to lower temperatures with increasing period width. It is noted that the DLTS peak of the Co-doped ZnO is abnormally wide [Fig. 1(a)]. We used the CONTIN routine to resolve the DLTS peak overlap yielding two deep defects of similar concentration amounting to $N_F=2\times10^{14}$ cm$^{-3}$ with DLTS signatures given by $E_a=0.294$ eV and $\sigma_t=4.4\times10^{-16}$ cm$^2$, and $E_a=0.385$ eV and $\sigma_t=5.8\times10^{-16}$ cm$^2$ [Fig. 1(b)]. Assuming thermal emission processes, standard Arrhenius evaluation yields the thermal activation energy $E_a$ and capture cross section $\sigma_t$ [Fig. 1(b)]. In the standard DLTS analysis $\sigma_t$ [Eq. (2)] is assumed to be temperature independent. Possible detrapping entropy changes are neglected. However, we find a linear relationship between $\ln(e_{\alpha})$ and $E_a$ [Fig. 2(a)].

$$\ln(e_{\alpha}) = \ln(e_{\alpha 0}) + \frac{E_a}{k_B T_{iso}},$$  

(5)

from the Arrhenius plots evaluated from more than 130 samples. Here, $e_{\alpha 0}$ is a constant. The observed activation energies lie in the same energy range as commonly observed deep electron traps in ZnO (Ref. 11) amassing close to the deep electron trap E3 around 0.30 eV (Ref. 8) [Fig. 2(a)]. Electric field-assisted emission can cause a reduction $\Delta E_a$ of the thermal activation energy with respect to the low-field value. For a long-ranging defect potential, $\Delta E_a$ may be estimated from the Frenkel-Poole effect and amounts to 5 and 28 meV for a free charge carrier density of $10^{16}$ and $10^{18}$ cm$^{-3}$ and the corresponding electric field strength amounting to 35 kV/cm and 110 kV/cm, respectively, for reverse biased n-ZnO Schottky diodes ($U_D=-2$ V) and a built-in potential of 0.7 V. Electric field-assisted effects may partially explain the spread in DLTS data represented in Fig. 2(a). Similar to the conductivity being independent of the activation energy $E_a$ at the isokinetic temperature $T_{iso}$ [Eqs. (3) and (4)],$^2$ we find that the emission rate is [Eq. (1)] independent of $E_a$ at $T_{iso}$. That means that for all points on the MN line, the corresponding Arrhenius plots cross at (4.42 K$^{-1}$, 50.25) [Fig. 1(b)]. The MN rule assumes a considerable entropy change ($\Delta S$) in thermal excitation, where $\Delta S=S_{iso}/T_{iso}=S_{sh}+\Delta S_{el}$ is defined by the electron entropy.

![FIG. 1. (Color) (a) DLTS spectra measured at several rate windows $T_w=1$, 10, and 100 ms on two ZnO-Schottky diodes prepared from a nominally undoped ZnO film (red lines) and a Co-doped ZnO film with 0.2 at. % Co (blue lines) grown at 730 °C and 0.016 mbar. The DLTS peak temperature increases with decreasing rate window. (b) Standard Arrhenius evaluation for the DLTS spectra reveals the same slope and different intersection points, i.e., nearly the same thermal activation energy $E_a$ and different apparent capture cross sections amounting to $\sigma_t=7.9\times10^{-14}$ cm$^2$ for the undoped ZnO (red squares) and to $\sigma_t=5.8\times10^{-16}$ cm$^2$ for the Co-doped ZnO film (blue circles).](image)

![FIG. 2. (Color) (a) MN plot of $\ln(e_{\alpha})$ vs $E_a$ of more than 130 ZnO Schottky diodes. The curve was generated using standard DLTS analysis for electron traps in 3d transition metal doped ZnO and nominally undoped ZnO. The $[E_a,\ln(e_{\alpha})]$ coordinates of the nominally undoped (red square) and Co-doped ZnO film (blue circles) from Fig. 1(b) are (0.386 eV, 17.77) and (0.385 eV, 13.03/0.294 eV, 12.75), respectively. (b) Arrhenius plots from six points (i.e., samples) lying on the MN line in (a) with different thermal activation energies $E_a$. For all six data sets, the corresponding Arrhenius plots cross at (4.42 K$^{-1}$, 50.25). The symbols have the same meaning as in (a).](image)
term $\Delta S_d$ and the phonon configuration entropy $\Delta S_{ph}$. Substituting Eq. (5) into Eq. (1) yields

$$e(T) = e_0 \exp(E_a/k_BT) \Gamma^2 \exp(-E_a/k_BT).$$

(6)

The slope of the MN line in Fig. 2(a) is $(k_BT_{iso})^{-1}$ with $T_{iso}=226$ K. At $T=T_{iso}$, $e_0$ is independent of $E_a$ [Fig. 2(b)] for all samples on the MN line. $T_{iso}$ is not far outside the DLTS data range. From the intersection of the MN line with the $\ln(e_0)$ axis in Fig. 2(a), $\ln(e_{iso}) = \ln[e_0(E_a \to 0)] = \ln[e_0(T \to \infty)] = -2.14$ has been determined. Because the estimated values of $e_0$ and $E_a$ are not independent, slightly different MN lines may result with the isokinetic temperature amounting to 226±4 K. Mainly, deep electron traps in 3d transition metal doped ZnO thin films lie below the MN line. Their smaller apparent capture sections hint toward a too short filling pulse time $t_p$, or the presence of other deep defects in 3d transition metal doped ZnO thin films simultaneously filled when the pulse voltage is applied during the filling pulse time $t_p$. Probably, due to an incomplete filling and a reduced apparent capture cross section, the deep defect in Co-doped ZnO with the same thermal activation energy as the defect in undoped ZnO [Fig. 1(b)] lies below the MN line [Fig. 2(a)]. The defect in Co-doped ZnO with the smaller thermal activation energy [Fig. 1(b)] lies on the MN line [Fig. 1(a)] and seems to be completely filled. All deep electron traps on the MN line emit at the determined $T_{iso}=226$ K with the same rate $e(T_{iso})=e_0{T_{iso}}^2=5996$ s\(^{-1}\). For $T->\infty$, a single capture cross section amounting to 1.5×10\(^{22}\) cm\(^{-2}\) has been determined for deep electron traps on the MN line emitting at the determined $T_{iso}=226$ K. Because the temperature dependent number of phonons $N$ have to lie in the interaction volume may be easily determined. For example, for the deep electron trap E3 $n=4$ and $N=200$.

In summary, we have shown that the charge-carrier emission rate from deep levels in $n$-type conducting ZnO obeys the MN rule with an isokinetic temperature of 226 K. Mainly observed in 3d transition metal doped ZnO, an incomplete filling of deep defects reduces the apparent capture cross section. The single capture cross section of deep electron traps in ZnO lying on the MN line has been determined by including entropy changes in a detailed balance analysis and amounts to $\sigma_{T}=1.5×10^{-22}$ cm\(^2\). The MN line may not be extended to shallow defects in hydrothermally grown ZnO single crystals probed by admittance spectroscopy measurements. Compared to deep defects in ZnO, this hints toward different entropy changes in thermal excitation of shallow defects in ZnO. Finally, we would like to state that the MN behavior can only be explored by investigating thermally activated processes with well-known temperature dependent prefactors in a large set of samples.

Parts of this work (H.S.) were supported by the German Federal Ministry of Science and Research (FKZ 03N8708). We acknowledge epi-layer and diode preparation and fruitful discussions with G. Biehne, G. Ramm, H. Hochmuth, M. Lorenz, H. von Wencske (University Leipzig), and L. Co- hausz and S. Weiss (PhysTech GmbH).
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We present a nonresonant photoconductive terahertz detection antenna suitable for detection of both focused and unfocused terahertz radiations. Our system consists of a scalable terahertz emitter based on an interdigitated electrode structure and a detection antenna with similar electrode geometry. While the emitter is fabricated on semi-insulating GaAs we compare different ion-implanted GaAs-based detection antennas. We studied the dependence of the measured terahertz signal on the power and spot size of the gating laser pulse. In addition we compare the performance of our antenna with that of electro-optical sampling. © 2007 American Institute of Physics. [DOI: 10.1063/1.2772783]

Terahertz spectroscopy is of great scientific and technological interest in different fields. While many time domain terahertz spectroscopy systems use electro-optic detection, there have been various advances in the field of photoconductive (PC) terahertz detection in recent years. In particular, new antenna geometries have been developed for polarization sensitive detection. Furthermore, GaAs implanted with 
H+ or N+, and ErAs:GaAs nanoisland superlattices have been tested successfully as alternative substrate materials with a short carrier lifetime instead of the commonly used low-temperature grown GaAs for detection antennas. An important advantage of PC detection over electro-optic sampling is the possibility to build compact fiber-coupled systems. Avoiding bulky reflective optical elements by applying silicon lenses makes such systems very attractive for imaging and for spectroscopy in magnetic fields. So far all PC detection antennas are dipole antennas with typical gap width of a few micrometers. Therefore the alignment is not simple, the beam pointing stability is crucial, and the possibility to move the antenna is limited.

In this letter we discuss a detection antenna based on a scalable interdigitated metallization where every second spacing between the electrodes is blocked by another gold layer. Using N+-implanted GaAs substrates, high-performance terahertz detection is achieved with the additional benefit of allowing flexibility with respect to the spot diameter of both the terahertz signal and the gating laser. The sensitivity of the antenna is also compared with that of electro-optical sampling.

The design of the terahertz detector is similar to the structure of a terahertz emitter reported previously, however, with a smaller area of 1 × 1 mm². The interdigitated metallization comprises 5 μm wide metal stripes with 5 μm spacing. An additional gold layer, separated from the first metallization by an isolating dielectric, blocks the optical excitation in every second spacing between the electrodes. In order to achieve a short carrier lifetime, semi-insulating (SI) GaAs implanted with N+ (dual-energy implant, 0.4 MeV, dose 1 × 10¹³ cm⁻² and 0.9 MeV, dose 3 × 10¹³ cm⁻²) is used as a substrate for the antennas. The implantation results in a nearly homogeneous vacancy density to a depth of about 1 μm. A terahertz field induces a photocurrent in this nonresonant antenna, as electrons are accelerated towards one side of the terahertz emitter.

For our experiments we use a standard setup, as described in Ref. 13. A mode-locked Ti:sapphire laser which generates 50 fs pulses at a wavelength of 800 nm is used for exciting the terahertz emitter and for coherent detection. The terahertz radiation is collimated and focused by a pair of off-axis parabolic mirrors. The terahertz signal and the probe beam are combined by a tin doped indium oxide coated mirror. The PC antenna is placed in the focus of the second parabolic mirror in the setup, such that both the terahertz radiation and the optical gating beam enter the antenna on the metallized side. The detected current is preamplified using a transimpedance amplifier (Femto DLP-200). The emitter used for the measurements had a similar electrode geometry as the detector, but with a 3 × 3 mm² active area and fabricated on SI GaAs. The emitter was driven with a bias of 15 V and excited with 450 mW of laser power focused to a spot of 300 μm full width at half maximum (FWHM). To compare the PC antenna with electro-optic sensing, the detection antenna is replaced by a 160 μm thick (110) ZnTe crystal and two balanced photodiodes, as described in Ref. 13. The laser power for electro-optical detection and also for PC detection was 3 mW (spot size of 130 μm FWHM).

Figure 1(a) shows the comparison between PC detection and electro-optical sensing under similar conditions. For the PC detection a maximum current of 7 nA was measured. In Fig. 1(a) the temporal derivative of the current is plotted. The signal-to-noise ratio is 7 × 10³ for electro-optical detection and 8 × 10² for photoconductive detection measured with a 100 ns time constant.

In general the detected current I(t) is proportional to a convolution I(t) ≈ ∫ₜ₋ₜ₀E(t′)g(t−t′)dt′ of the time dependent conductivity g(t) and the time dependent terahertz field E(t). Assuming a single exponential decay of the type g(t) ≈ e⁻θt with the Heaviside function θ(t) and time constant τ allows us to deconvolve the measured current. The terahertz field is then given by the relation E(t) ≈ [dt(t)/dt] + (1/τ)I(t). If the carrier lifetime is much shorter than the typical timescale of the terahertz waveform, the measured signal is nearly Fourier transformed as E(t) ≈ ∫₀τg(t′)E(t−t′)dt′. The Fourier transform of the detected signal is given by

\[ Ω(ω) = \mathcal{F}[g(t)E(ω)] \]

where Ω(ω) is the Fourier transform of the detected signal and E(ω) is the Fourier transform of the terahertz field.
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current is directly proportional to \( E(t) \). In the opposite case of long carrier lifetimes, \( E(t) \) is proportional to the first derivative of the measured current.

To characterize the PC material, we compare the field obtained from deconvoluting the measured current assuming different time constants with the result from electro-optical sampling (Fig. 1b). For clarity, all curves are normalized and vertically shifted. For \( \tau = 0.0 \) ps the plotted curve corresponds to the measured current. Good agreement at positive time delay between the experimental curve and the calculation is found for \( \tau = 0.7 \) ps. The deviation for negative time delay can be attributed to slight differences in the terahertz wave forms seen by electro-optic detection and PC antenna due to different reflectivities of the surfaces. However, the comparison of the calculated and measured signals provides convincing evidence that the N⁺ implanted material has a characteristic response time of at least 0.7 ps.

To investigate the proper gating conditions of the detector and to resolve the spatial emission characteristics of the emitter we removed the off-axis parabolic mirrors. The emitter and detector are now placed directly opposite to each other at a distance of 27 mm and the unfocused terahertz beam is detected. In this configuration the terahertz beam enters the detector through the substrate, while the optical gating pulse still hits the metallized side of the antenna. The excitation power on the emitter is 350 mW and the spot size is again 300 \( \mu \)m. The spot size of the optical gating pulse is 50 \( \mu \)m. Figure 2 shows the detected terahertz signal for different excitation densities at the detector. The highest excitation density corresponds to a power of 100 mW. At low excitation densities the terahertz field induced current increases linearly, as shown in the inset of Fig. 2. At higher excitation density the increase becomes sublinear. This is presumably caused by carrier scattering and screening effects at an excitation density of the order of several \( 10^{17} \) cm\(^{-3}\). Due to the large spot size of the gating beam the antenna can be driven at significantly higher laser power, as compared to conventional dipole antennas. This allows one to achieve photocurrents up to 2 nA in this configuration for detection of an unfocused terahertz beam.

To find optimum operation conditions we varied the spot size of the gating beam while keeping its power constant at 70 mW. The results are shown in Fig. 3. The terahertz signal increases strongly with spot size below 200 \( \mu \)m, then it is constant and decreases slowly for spot size larger than 500 \( \mu \)m. This decrease can be related to the fact that for such large spot size a part of the laser radiation is lost because it enters outside the 1 \times 1 mm\(^2\) active area of the antenna. The strong reduction for spot sizes below 200 \( \mu \)m is attributed to the nonlinear dependence of the terahertz signal at high excitation density. The solid line in Fig. 3 is the result of a calculation, where we take into account the sublinear increase displayed in Fig. 2.
Finally we take advantage of the good detector properties to characterize the spatial profile of the terahertz beam from the emitter. This is done by moving the detector and the probe beam perpendicular to the terahertz beam. By transforming the measured terahertz wave forms from the time into the frequency domain for each position, we obtain the beam profiles of the emitter for several frequency components. Solid lines are Gaussian fits to the measured data.

FIG. 4. (a) Measured terahertz profile. (b) Beam divergences resolved for several frequency components. Solid lines are Gaussian fits to the measured data.

The FWHMs of the Gaussian profiles are 7.5, 7.8, and 15.2 mm at 1.5, 0.7, and 0.2 THz, respectively. This corresponds to opening angles from 15° at 1.5 THz to 32° at 0.2 THz. This divergence is smaller than expected from Gaussian beam propagation and can be described by a treatment of diffraction beyond the paraxial approximation. In conclusion, we have used an interdigitated electrode design for photoconductive terahertz detectors and compared it with electro-optic sampling. Besides the choice of the substrate material of the detector, also the beam properties of the gating laser are found to be important for optimum detection. In contrast to other PC antennas, our approach allows the use of larger spot size for gating which makes the detector more stable against misalignment and beam pointing instabilities. With these detectors we were able to measure directly, without any focusing component, the emission profile of a terahertz emitter.

The authors are grateful to A. Kolitsch for ion implantations and H. Felsmann for sample preparation.
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Two-photon photocurrent spectroscopy of electron intersubband relaxation and dephasing in quantum wells

Harald Schneider
Forschungszentrum Dresden Rossendorf, Institute of Ion Beam Physics and Materials Research, P.O. Box 510119, 01314 Dresden, Germany and Fraunhofer Institute for Applied Solid State Physics, Tullastrasse 72, D-79108 Freiburg, Germany

Thomas Maier and Martin Walther
Fraunhofer Institute for Applied Solid State Physics, Tullastrasse 72, D-79108 Freiburg, Germany

H. C. Liu
Institute for Microstructural Sciences, National Research Council, Ottawa K1A 0R6, Canada

(Received 9 October 2007; accepted 18 October 2007; published online 8 November 2007)

Resonantly enhanced nonlinear absorption between conduction subbands in InGaAs/AlGaAs quantum wells induces a two-photon photocurrent under femtosecond excitation, which is exploited to determine electron intersubband relaxation and dephasing times. The approach allows us to study systematically the dependence of these time constants on structural parameters, including carrier density and modulation/well doping, and to discriminate between different scattering processes.

Knowing the dynamics of intersubband transitions in quantum wells (QW) is crucial for optimizing quantum well infrared photodetectors (QWIP) and quantum cascade lasers. In addition, intersubband transitions in QWs constitute a model system to study basic concepts in semiconductors, including scattering, quantum interference, and coherent transport. While most investigations have concentrated on linear spectroscopy of intersubband transitions, an increasing body of research efforts has focused on nonlinear optical studies, including harmonic generation, pump-probe, and four-wave mixing.

We have previously demonstrated two-photon photodetection involving three equidistant energy levels [1], [2], and [3], namely, two bound states at energies $E_1$ and $E_2$, and one continuum resonance at energy $E_3$. In contrast to QWPs, where transitions from a bound state to a continuum resonance leads to a linear photocurrent, the three-level configuration requires two photons to generate a photocurrent (inset of Fig. 2). Therefore, the photocurrent scales quadratically with the incident power, which has been verified down to excitation densities as low as 0.1 W/cm$^2$. This quadratic behavior allows for interferometric autocorrelation measurements under femtosecond excitation, and to determine the intersubband relaxation time $T_1$ and dephasing time $T_2$. Based on the third-order nonlinear susceptibility $\chi^{(3)}$, this approach provides an interesting alternative to four-wave mixing experiments for studying the dynamics of intersubband excitations.

In the present letter, we investigate systematically the influence of dopant concentration and distribution on the intersubband dynamics in InGaAs/AlGaAs QWs by interferometric two-photon photocurrent autocorrelation measurements.

The samples are based on modulation-doped and well-doped In$_{0.10}$Ga$_{0.90}$As/Al$_{0.31}$Ga$_{0.69}$As multiple QW structures grown by molecular beam epitaxy (MBE) on [100]-oriented semi-insulating GaAs substrates. The active region, designed for a transition energy $E_2 - E_1$ of about 150 meV, consists of 20 periods of 7.3 nm wide QWs separated by 46 nm wide barriers, and is embedded between n-type contact layers. For samples 1–3, nominally the central 5 nm of each QW are Si doped, whereas for sample 4, the QWs are modulation doped by incorporating 2 nm of Si-doped AlGaAs subsequent to 12 nm of undoped AlGaAs in each barrier, with doping concentrations as summarized in Table I. The wafers were processed into mesa detectors of $120 \times 120$ and $240 \times 240$ µm$^2$ in area with Ohmic contact metallization covering the top of the mesa. For photocurrent measurements, the radiation is coupled into the structures via 45$^\circ$ facets in order to provide an electric field component parallel to the quantized direction. The actual doping concentrations, also given in Table I, have been measured by secondary-ion mass spectroscopy (SIMS).

Figure 1(a) shows intersubband absorption spectra of the as-grown layer structures involving the $|1\rangle \rightarrow |2\rangle$ transition, measured at a temperature of 77 K in Brewster-angle geometry using a Fourier-transform infrared (FTIR) spectrometer. Also shown are fit functions yielding the Lorentzian full width at half maximum broadenings $\Gamma_1$, given in Table I. The spectra in Fig. 1(a) indicate a characteristic increase of transition energy with increasing carrier density, which is attributed to many-particle effects.4

![Graph showing absorption spectra and Lorentzian fits.](image)

FIG. 1. (Color online) Normalized absorption spectra (a) of the $|1\rangle \rightarrow |2\rangle$ transition in Brewster-angle geometry at 77 K and normalized photocurrent spectra (b) at an elevated temperature of 160 K. Solid lines in (a) indicate Lorentzian fits to the experimental spectra.
Further information on the subband spacings is obtained from photocurrent spectroscopy at higher temperature (160 K), where photons at energy $h\nu=E_2-E_1$ produce a linear photocurrent since sufficient carriers are excited into level $|2\rangle$. After amplification by a transimpedance amplifier, photocurrent spectra are readily obtained using a standard FTIR spectrometer. Figure 1(b) shows photocurrent spectra of the well-doped structures. Interestingly, relatively narrow photocurrent peaks, only about 50% wider than those of the absorption measurement, are observed at the essentially degenerate energies of the $|1\rangle\rightarrow|2\rangle$ and $|2\rangle\rightarrow|3\rangle$ transitions. Besides the $|2\rangle\rightarrow|3\rangle$ bound-to-continuum excitation of electrons in the thermally populated second subband, an additional contribution presumably involves the $|1\rangle\rightarrow|2\rangle$ transition of electrons with high enough kinetic energy, such that the total energy of the final state in the second subband is close to or above the barrier edge.

Even though the $|1\rangle\rightarrow|3\rangle$ transition is parity forbidden in a symmetric QW, it still leads to a finite photocurrent, since residual asymmetry is induced by the externally applied electric field and by asymmetric dopant distributions. The steplike increase at around 280 meV indicates the photoconductive energy threshold; the broad absorption line is characteristic for bound-to-continuum transitions and relaxes the conditions for resonant two-photon transitions to be observed. Due to the induced asymmetry, the $|1\rangle\rightarrow|3\rangle$ photocurrent is larger than the peak at around 160 meV since only about 0.1% of the carriers are thermally excited into the second subband at this temperature. From Fig. 1(b), the continuum resonance appears wide enough to ensure that resonantly enhanced two-photon absorption is always present as long as the photon energy matches the $|1\rangle\rightarrow|2\rangle$ transition.

To study the intersubband dynamics, pulses of 165 fs duration, tunable from 6 to 18 μm, are generated at a repetition rate of 76 MHz by difference frequency mixing of the signal and idler beams of an optical parametric oscillator. Using a beam splitter and a Michelson interferometer, the samples are illuminated by collinear pulses with variable delay time. Measurements were conducted at a temperature of 77 K, low enough to suppress the thermally activated, linear photocurrent contribution discussed above, and at moderate operation voltages in the range of 1–2 V to avoid tunneling out of the intermediate state. The latter effect comes into play at high bias voltages where it allows for electrical switching between linear and quadratic detection. In these experiments, the excitation energy was chosen to match the $|1\rangle\rightarrow|2\rangle$ transition. The peak-to-background ratio close to the ideal 8:1 value confirms that the signal scales quadratically with the incident power for all samples. The "ideal" autocorrelation trace as obtained by assuming transform-limited Gaussian pulses (which is a good approximation for the midinfrared pulses used in our experiments) has been included in Fig. 2 for comparison.

Comparing the experimental traces with the ideal autocorrelation, two striking differences are observed. First, the fringe amplitude decays exponentially with increasing delay time $\tau$, which directly reflects the phase relaxation of the coherent intersubband polarization. Therefore, the associated decay constant agrees with the phase relaxation time $T_2$. In contrast, the ideal case (lowest panel of Fig. 2) shows a Gaussian decay of the fringes. Second, even after the fringes have disappeared, the two-photon autocorrelation signal exhibits further exponential decay towards its asymptotic value. The latter decay constant arises from the intersubband population associated with the population relaxation time $T_1$.

These considerations provide the basis for a phenomenological model introduced by Nessler et al., which yields an analytical solution for numerical fitting of the experimental data. In fact, the fits thus obtained exhibit satisfactory agreement with experimental autocorrelation traces. This agreement is also evident from the envelope functions shown in Fig. 2, which nicely reproduce the minima and maxima of the fringes.

The observed dynamics in Fig. 2, in particular, for the decay of the oscillatory part, depends considerably on the carrier density. Yet significantly longer time constants come into play for the modulation doped device structure 4. Further analysis, Fig. 3 compares the measured dynamical parameters, namely the diagonal and off-diagonal relaxation rates $T_1^{-1}$ and $T_2^{-1}$, respectively, with the decay rate $\Gamma_2/2\hbar$ associated with the $|1\rangle\rightarrow|2\rangle$ absorption rate. Only small deviations exist between values of $\Gamma_2/2\hbar$ and observed dephasing rates, indicating predominantly homogeneous broadening (i.e., lifetime broadening) of the $|1\rangle\rightarrow|2\rangle$ transition. Residual deviations of 10%–25% between these two quantities are attributed to some additional inhomogeneous broadening contribution.

The increase of the rates $T_1^{-1}$ and $T_2^{-1}$ in Fig. 3 with carrier concentration constitutes clear signature for electron-impurity scattering. $T_1^{-1}$ depends only weakly on the doping concentration, indicating that LO phonon scattering dominates over impurity scattering. Assuming a linear dependence of the impurity scattering rate $\tau_{\text{imp}}$ on the doping concentration in our well-doped structures, linear extrapolation gives rise to $T_1^{-1}=2.13$ THz at $N_D=0$, with a slope of $\tau_{\text{imp}}=0.45N_D$ cm²/s. In particular, this means that about 22% of the intersubband relaxation rate is caused by impurity scattering for the highest doped sample. For the modulation-doped sample, however, $T_1^{-1}$ is as low as 1.56 THz, significantly below the extrapolated value. Taking account of the otherwise identical MBE growth parameters, the latter observation is unexpected and not understood at present.

The dephasing rate $T_2^{-1}$ is found to depend more strongly on the doping concentration than $T_1^{-1}$. Here linear extrapolation for the well-doped case yields $T_2^{-1}=5.6$ THz at $N_D=0$. The slope ($6 \pm 1$N_D cm²/s) is mainly associated with (intersubband) ionized impurity scattering, with some additional contribution from electron-electron scattering because density dependent $T_2^{-1}$ is known to exist also in modulation-doped QWs (Ref. 10). Again, the dephasing rate for the modulation-doped structure is somewhat lower than expected from linear extrapolation.

### Table I. Doping concentrations (nominal and as determined by SIMS), measured transition energy $E_2-E_1$, and peak wavelength $\lambda_{\text{mark}}$. Lorentzian linewidth $\Gamma_2$, and relaxation times $T_1$ and $T_2$ of the investigated samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Nominal/SIMS doping (10¹³ cm⁻²)</th>
<th>$E_2-E_1$ (meV)</th>
<th>$\Gamma_2$ (meV)</th>
<th>$T_1$ (fs)</th>
<th>$T_2$ (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4/4.4 (well doped)</td>
<td>156.6</td>
<td>9.8</td>
<td>420</td>
<td>130</td>
</tr>
<tr>
<td>2</td>
<td>8/6.6 (well doped)</td>
<td>163.2</td>
<td>11.0</td>
<td>410</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>16/13.4 (well doped)</td>
<td>162.9</td>
<td>14.0</td>
<td>360</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>2/1.9 (mod doped)</td>
<td>150.0</td>
<td>4.4</td>
<td>640</td>
<td>260</td>
</tr>
</tbody>
</table>
induced broadening, since this process should only affect the coherence time and be of negligible influence for intersubband scattering.

To check the temperature dependence, we have also performed intensity autocorrelation measurements on sample 1 at higher temperatures up to 150 K (not shown) and found only a slight decrease of $T_1$ from 420 to 390 fs. This is consistent with the expected behavior of emission rates associated with the Fröhlich interaction.\textsuperscript{19}

In conclusion, femtosecond dynamics of intersubband transitions in In$_{0.10}$Ga$_{0.90}$As/Al$_{0.31}$Ga$_{0.69}$As QWs has been studied by interferometric two-photon photocurrent autocorrelation measurements. The approach has been used to investigate population and phase relaxation times, in particular, their dependence on impurity concentration and impurity location, and to discriminate between different scattering processes. Knowing these dependencies will be crucial for further optimization of intersubband detectors, emitters, and modulators.

The authors are grateful to M. Maier (Freiburg) for SIMS measurements and to P. Koidl (Freiburg) and M. Helm (Dresden) for helpful discussions. HCL thanks the Alexander von Humboldt foundation for the Bessel Award and the renewed research stay in Dresden.
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Intersubband relaxation dynamics in single and coupled double quantum well (QW) structures based on strained InGaAs/AlAs/AlAsSb are studied by femtosecond pump probe spectroscopy at wavelengths around 2 μm. For single QWs, the transient transmission was observed to decay exponentially with a time constant of 2 ps, showing that side valleys have negligible influence on the intersubband relaxation dynamics for strained InGaAs QWs. For double QWs, the pump-probe signal at the intersubband energy involving the two electronic levels located at the wider QW exhibits an induced absorption component attributed to the population of the second subband (associated with the narrow QW) by hot electrons. © 2007 American Institute of Physics.
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In recent years intersubband transitions (ISBT) in quantum wells (QW) have found applications in quantum cascade lasers. Due to the associated relaxation times in the picosecond and subpicosecond regimes, intersubband transitions also appear promising for ultrafast all-optical switches. In particular, for applications at short wavelengths, where high conduction band offsets are required, promising material systems include strained InGaAs/AlAs on InP and GaAs (Ref. 4) substrates, In0.53Ga0.47As/AlAs0.56Sb0.44 lattice matched to InP,5,6 strain compensated lasers.1 Due to the associated relaxation times in the picosecond regime, lasers were demonstrated.15 The other aspect is related to the presence of energy levels of indirect valleys located above the upper lasing state. This has been shown to inhibit sufficient population inversion and lasing in GaAs/AlGaAs quantum cascade letters.14 On the other hand, the inefficiency of intervalley transfer was recently pointed out for ISBT wavelengths as short as 2.3 μm (Ref. 6) in In0.53Ga0.47As/AlAs0.56Sb0.44, when the principle the Γ-X or L crossover already took place (λ<3.7 μm). In addition, quantum cascade lasers with wavelength around 3.0 μm, using the same material, were demonstrated.12,13 The other aspect is the inherent difficulty to grow very thin QW where the interface imperfections become very important. Cristea et al.16 have demonstrated a lower limit of 1.76 μm for ISBT achieved in strain compensated InGaAs/AlAs/AlAsSb single QW (SQW). With the aim to achieve even shorter wavelengths, coupled quantum wells have been employed since their band configuration gives rise to four subbands and transitions between all of them are possible. The relaxation dynamics involving specifically the transition between the most apart subbands was studied,17 aiming at the realization of ultrafast all-optical switches at communication wavelengths.18 Also in quantum cascade lasers, one takes an advantage of coupled QWs states, permitting transport along the cascaded structure. A detailed knowledge of the relaxation dynamics in these systems is very important.

In this work, we present a study of the intersubband relaxation dynamics of an asymmetric coupled double quantum well (DQW) sample (with two different QW thicknesses) based on strained InGaAs/AlAs/AlAsSb through degenerate pump-probe measurements. The relaxation dynamics is found to be more complex than for a SQW sample used as a reference, where the usual induced transmission is observed. The DQW sample shows an induced absorption due to the presence of different intersubband transitions. In addition, we point out the negligible influence of side valleys on the intersubband relaxation dynamics when strained InGaAs QW are employed.

The samples were grown by molecular beam epitaxy at a temperature of 480 °C on InP substrate. More details about the growth conditions are published elsewhere.19 Both structures contain two monolayers of AlAs at each InGaAs/AlAsSb interface with the intention to reduce the diffusion and segregation effects. In order to compensate the thus generated tensile strain, the QWs are grown with a higher In content and are compressively strained. The DQW sample consists of 40 periods of 2.35 and 1.76 nm wide In0.35Ga0.65As QWs separated by a 1.14 nm (4 ML) AlAs central barrier (nominal thicknesses). The outer barriers are 5.9 nm lattice matched AlAsSb. Both QWs are doped with Si yielding a total areal electron concentration of 1.6 × 10^{12} cm^{-2} per period. The SQW sample consists of 40 periods of 2.35 nm In0.76Ga0.24As QWs and 5.9 nm lattice matched AlAsSb barriers. The QWs are also doped with Si yielding an areal electron concentration of 8.7 × 10^{11} cm^{-2} per period. The geometry of the samples for the optical measurements is consisted of short trapezoidal waveguides with 38° polished facets.
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Figure 1 shows the ratios between $p$- and $s$-polarized transmission spectra of the investigated samples obtained by Fourier transform infrared spectroscopy (FTIR) at 300 K. The DQW sample shows a very strong absorption at low energy ($139 \text{ meV} \pm 8.9 \text{ meV}$) coming from the 1–2 transition (see inset). We will not focus our attention to this transition. The absorption occurring at higher energies arises from the 1–3 transition (see inset). Its maximum of absorption coincides with that from the SQW sample (around 1.95 $\mu$m) but appears much broader toward the low energy side. This fact will be discussed later in more detail.

The pump-probe measurements were performed using femtosecond optical pulses of about 240 fs duration generated at 78 MHz repetition rate by an optical parametric oscillator tunable from 1.3 to 3.2 $\mu$m. A small angle between the pump and probe beams, which were polarized parallel to the growth direction, was used in order to separate both beams. For the measurements a scanning delay generator (shaker) between the pump and probe beams was operated at a frequency of 48 Hz and the signal, detected by an InGaAs detector, was accumulated with a fast analog to digital converter (fast-scanning technique). The measurements were performed at room temperature. The pump-pulse energy was about 105 pJ at wavelengths varying from 1.9 to 2.1 $\mu$m.

Figure 2 shows the relative probe transmission change $\Delta T/T_0$ of the SQW (a) and DQW (b) samples at different excitation wavelengths as a function of the delay between the pump and probe pulses. The excitation wavelengths are within the intersubband absorption line of interest as indicated by the arrows in Fig. 1. The SQW sample shows an induced transmission due to the bleaching of the transition. The change of the transmission with delay time follows a single exponential, as shown in Fig. 2(a), for the measurement performed at a wavelength of 1.97 $\mu$m (central spectral position of the linear absorption). For this curve the decay time is 2 ps.

We note that for the present QW material ($\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$ and $\text{In}_{0.75}\text{Ga}_{0.25}\text{As}$, respectively), the energy difference between $\Gamma$ and side valley minima is expected to be more than 100 meV larger than for (unstrained) $\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$.

FIG. 1. Ratios between $p$- and $s$-polarized transmission spectra of the investigated samples obtained by Fourier transform infrared spectroscopy (FTIR) at 300 K. The arrows indicate the excitation wavelengths. The inset shows the self-consistent conduction band edge profile at the $\Gamma$ point for the DQW sample. The probability densities of the subband states are also shown.

FIG. 2. (Color online) Relative probe transmission change $\Delta T/T_0$ as a function of the delay between the pump and probe pulses for different pulse wavelengths of the SQW (a) and DQW (b) samples. The monoexponential fit was done for the curve measured with an excitation wavelength equal to 1.97 $\mu$m.
been observed recently in GaAs/AlGaAs superlattices\textsuperscript{23} exponential decay with time constant of 1.6 ps is found for the induced transmission change is observed. For the pump-probe based on strained InGaAs/AlAs/AlAsSb. In the single QW , were carried out in single and coupled double well samples according to the band structure calculations.

Our proposed mechanism relies on the increase in electron temperature which is present after the bleaching of the 1–3 transition and intersubband relaxation. The elevated electron temperature increases the population of level 2, thus inducing absorption of the probe beam via the 2–3 transition. This mechanism is dominant when competing with transmission due to the 1–3 transition, and therefore a negative component of the probe transmission change is observed. By increasing the wavelength, the excitation matches better the 2–3 transition and the induced absorption is higher. For shorter excitation wavelengths \( \lambda = 1.9 \, \mu m \) we access the lower energy region of the \( n = 1 \) subband, and there some induced transmission can be observed. For the pump-probe curve that shows maximum induced absorption, a monoe-

parablelity as described in Ref. 22. The result is shown in the inset on Fig. 1, as well as the squared moduli of the four subband wavefunctions. The Fermi level, indicated by the dashed line, is only about 13 meV above level 2. By calculation, only about 6\% of the electrons are thus located in level 2 at room temperature. Drawing our attention back to the FTIR spectrum of the DQW sample in Fig. 1, the shoulder of the linear absorption at around 2.5 \( \mu m \) provides an evidence that the 2–3 transition in fact contributes to the absorption.

As complementary evidence that another transition takes place when carriers have temperature higher than the lattice temperature, we show in Fig. 3 FTIR measurements as a function of temperature performed at the DQW sample. The figure highlights the region where the absorption between levels 1 and 3 occurs. The increase of the temperature gives rise to a shoulder (indicated by the arrow) at the lower energy side, which corresponds to the 2–3 transition energy in accordance with the band structure calculations.

In conclusion, degenerate pump-probe measurements were carried out in single and coupled double well samples based on strained InGaAs/AlAs/AlAsSb. In the single QW, we observed a single-exponential decay of the transient transmission showing that, in contrast to lattice matched In-GaAs QWs, side valleys have negligible influence on the intersubband relaxation dynamics for the strained material. In the double QW, for the transition involving the two electronic levels inside the wider QW, we observed an induced absorption rather than transmission due to the population of level 2, localized inside the narrower QW, by hot electrons as a result of the location of the Fermi level slightly above this level. The possibility of having not only bleaching but also induced absorption opens up another degree of freedom for the design of ultrafast optical switches at telecommunication wavelengths.
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Oxidation-resistant TiAl alloys produced by plasma immersion ion implantation of fluorine
9th International Workshop on Plasma-Based Ion Implantation & Deposition, 02.-06.09.2007, Leipzig, Germany

115. Yankov, R. A.; Kolitsch, A.; Rogozin, A.; Steinert, M.; Donchev, A.; Schütze, M. 
Oxidation-resistant γ-TiAl alloys produced by ion implantation of fluorine
E-MRS Spring Meeting, 28.05.-01.06.2007, Strasbourg, France

Investigation on thin films of new substituted quartherthiophene films of new substituted quartherthiophene
DPG Jahrestagung und DPG Frühjahrstagung des AK Festkörperphysik, 26.-30.03.2007, Regensburg, Germany

Structural investigations of magnetic nanocrystals embedded in semiconductors using synchrotron
radiation x-ray diffraction
17th ESRF Users Meeting, 05.-08.02.2007, Grenoble, France

Absence of ferromagnetism in V-implanted ZnO single crystals
71. Jahrestagung der Deutschen Physikalischen Gesellschaft und DPG Frühjahrstagung des AK Festkörperphysik, 26.-30.03.2007, Regensburg, Germany

Thermal phase transformation and perpendicular exchange coupling of Co nanocrystals embedded in ZnO
71. Jahrestagung der Deutschen Physikalischen Gesellschaft und DPG Frühjahrstagung des AK Festkörperphysik, 26.-30.03.2007, Regensburg, Germany

120. Zhou, S.; Potzger, K.; Borany, J. von; Skorupa, W.; Helm, M.; Fassbender, J.
Structural investigations of magnetic nanocrystals embedded in semiconductors using synchrotron radiation X-ray diffraction
2nd International Conference on Nanospintronics Design and Realization 2007, 21.-25.05.2007, Dresden, Germany

Probing the phase separation in transition metal implanted semiconductors using synchrotron radiation x-ray diffraction
Workshop on Ion Beam Processing and Magnetic Properties of Semiconductors, 13.02.2007, Leuven, Belgium

Lectures

1. Bischoff, L.
Ion beam synthesis of nanoclusters and nanowires by FIB
Indian Association for the Cultivation of Science, 01.10.2007, Kalkutta, India

2. Brauer, G.
Slow positron implantation spectroscopy – A tool to characterize vacancy-type damage in solids
Seminar at Nuclear Physics Institute, 15.06.2007, Rez, Czech Republic

3. Brauer, G.; Anwand, W.
Positron annihilation spectroscopy – Its basics and application to ZnO single crystals
Seminar at Institute of Experimental and Applied Physics, 19.06.2007, Praha, Czech Republic

4. Borany, J. von
Nanostrukturen - Neue Konzepte und Verfahren für die Photovoltaik
Gründerimpuls-Veranstaltung "Nanotechnologie", 10.10.2007, Dresden, Germany

5. Donchev, A.; Kolitsch, A.; Möller, W.; Schütze, M.; Yankov, R.
Implantation of halogens to improve TiAl-components for high temperature applications,
2nd Meeting of the International Advisory Committee of the Ion Beam Centre at FZD, 01.10.2007, Dresden, Germany

6. Fassbender, J.
Tailoring and imaging the magnetization dynamics in microstructures
Seminar, 2. Physikalisches Institut der RWTH Aachen, 12.02.2007, Aachen, Germany

7. Helm, M.
Festkörperspektroskopie bei Terahertz-Frequenzen mit dem Freie-Elektronenlaser
Physikalisches Kolloquium, Universität Konstanz (invited), 26.06.2007, Konstanz, Germany

8. Thermal phase transformation and perpendicular exchange coupling of Co nanocrystals embedded in ZnO
71. Jahrestagung der Deutschen Physikalischen Gesellschaft und DPG Frühjahrstagung des AK Festkörperphysik, 26.-30.03.2007, Regensburg, Germany

9. Physikalisches Kolloquium, Universität Augsburg, 21.11.2007, Augsburg, Germany

10. Physikalisches Kolloquium, Universität Linz (invited), 28.06.2007, Linz, Austria
18. Helm, M.
**THz physics at the Research Center Dresden-Rossendorf: From scalable photoconductive THz antennas to near-field microscopy of ferroelectrics using a free-electron laser**
Seminar at Physics Department der Kyōto University, Japan, 30.07.2007, Kyōto, Japan

19. Helm, M.
**Neuartige Lichtemitter und Nanosonden für zukünftige Optoelektronik und Nanotechnologie**
Seminarvortrag, TU Wien, 05.12.2007, Wien, Austria

20. Küpper, K.
**Nanomagnetism at the Forschungszentrum Dresden-Rossendorf**
MSD Seminar, Argonne National Lab., Argonne, USA, 17.01.2007, Argonne, USA

**Dynamic vortex-antivortex interaction in a single cross-tie wall**
Seminar at Université Paris Sud, 30.11.2007, Orsay, France

22. Möller, W.
**Nanostructures by ion-driven self-organisation**
Seminar, 02.02.2007, GANIL-CIRIL Caen, France

23. Schneider, H.
**Time-resolved semiconductor spectroscopy at FZD**
Seminar, 07.09.2007, Nottingham, UK

24. Schneider, H.
**Time-resolved semiconductor spectroscopy in the mid-infrared and Terahertz regimes**
Seminar, 30.11.2007, Palaiseau, France

25. Skorupa, W.
**Short time thermal processing of materials - beyond electronics and photonics to pipe organ materials**
Seminar, Planck Institut für Mikrostrukturphysik, 05.12.2007, Halle/Saale, Germany

26. Talut, G.
**Ionen in der Materialforschung und verdünnte magnetische Halbleiter**
Vortrag im Rahmen der Vorlesung zur Oberflächentechnik, 04.05.2007, Wildau, Germany

**Search of the origin of ferromagnetism in DMS**
Condensed Matter Seminar, University of Central Florida, 12.11.2007, Orlando, Florida, USA

28. Weishart, H.; Heera, V.
**Entwicklung hochtemperaturstabiler Kontakte auf SiC**
3. NanoHoch-Projekttreffen, 25.05.2007, Dresden, Germany

29. Weishart, H.; Heera, V.
**Fundamentals and applications of ellipsometry**
Informal Seminar at Centro de Micro-Analisis de Materiales (CMAM), 29.06.2007, Madrid, Spain
36. Winnerl, S.  
**Das Auflösungsvermögen optischer Mikroskope - Wo liegt die Grenze?**  
Lehrerfortbildung „Bildgebende Verfahren“, 16.02.2007, Dresden, Germany

**Coherent detection of terahertz radiation with non-resonant antennas**  
French Russian Seminar: Sources and Detectors of Terahertz Radiation based on Semiconductor Nanostructures, 05.06.2007, Toulouse, France

---

**PhD Theses**

1. Kost, D.  
**Energieeintrag langsamer hochgeladener Ionen in Festkörperoberflächen**  
TU Dresden, 26.04.2007

2. Röntzsch, L.  
**Shape evolution of nanostructures by thermal and ion beam processing**  
TU Dresden, 14.08.2007

3. Stehr, D.  
**Infrared studies of impurity states and ultrafast carrier dynamics in semiconductor quantum structures**  
TU Dresden, 11.07.2007

---

**Master & Diploma Theses**

1. Kunze, T.  
**Numerical solution of the equations of motion of a rigid body in an n-dimensional periodic potential**  
TU Chemnitz, 31.12.2007

2. Nauert, D.  
**Untersuchungen modifizierter Glasoberflächen**  
TU Bergakademie Freiberg, 31.03.2007

3. Sellesk, M.  
**Zeitaufgelöste Intersubbandspektroskopie an InGaAs/AlAsSb-Quantenstrukturen**  
TU Bergakademie Freiberg, 30.06.2007

4. Silze, A.  
**Elektronenstoß-Ionisationsquerschnitte hochgeladener Ionen aus zeitaufgelösten Röntgen- und Ionenextraktionsspektren**  
TU Dresden, 30.11.2007

5. Strache, T.  
**Magnetische Eigenschaften von ionienstrainmodifizierten Filmen und Mikrostrukturen**  
TU Dresden, 12.11.2007

---

**Patents**

1. Schütze, M.; Donchev, A.; Yankov, R.; Richter, E.  
**Erhöhung der Oxidationsbeständigkeit von TiAl-Legierungen durch die kombinierte Implantation von Fluor und Silizium**  
DE 10 2006 043 436 B3

2. Voelskow, M.; Anwand, W.; Skorupa, W.  
**Verfahren zur Behandlung von Halbleitersubstraten, die mittels intensiven Lichtimpulsen ausgeheilt werden**  
DE 10 2005 036 669 A1

3. Voelskow, M.; Skorupa, W.; Anwand, W.  
**Verfahren zur Behandlung von Halbleiter-Substratoberflächen, die mittels intensiven Lichtimpulsen kurzzeitig aufgeschmolzen werden**  
DE 10 2005 036 669 A1  
EP 06 013 986
### Organization of Workshops

   **22. Treffen der Nutzergruppe RTP**  
   08.-09.11.2007, Dresden, Germany

2. Grötzschel, R.  
   **International Workshop on High-Resolution Depth Profiling**  
   17.-21.06.2007, Radebeul, Germany

3. Heinig, K.-H.  
   **International Workshop on SEMiconductor NANOstructures (SEMI-NANO 2007)**  
   13.-16.06.2007, Bad Honnef, Germany

4. Möller, W.; Guerassimov, N.  
   **15th International School on Vacuum, Electron, and Ion Technologies (VEIT 2007)**  
   17.-21.09.2007, Sozopol, Bulgaria

### Laboratory Visits

1. Abrasonis, G.  
   ESRF Grenoble, France; 14.-18.05.2007  
   Lawrence Berkeley National Lab, USA; 21.10.-11.11.2007  
   University of Sydney, Australia; 21.06.-23.07.2007

2. Bähtz, C.  
   ESRF Grenoble, France; 12.02.-01.03., 25.-30.11.2007

3. Borany, J. von  
   ESRF Grenoble, France; 12.-23.02., 18.-23.03., 05.-08.11., 03.-09.12., 13.-17.12.2007

4. Drachenko, O.  
   Toulouse High Magnetic Field Lab, France; 01.01.-11.02.2007  
   University of Kiew, Ukraine; 14.06.-02.07.2007  
   Institute for Physics of Microstructures Nizhny Novgorod, Russia; 05.-12.10.2007

5. Facsko, S.  
   ESRF Grenoble, France; 05.-08.12.2007

6. Grenzer, J.  
   ESRF Grenoble, France; 20.-28.02., 12.-19.03., 30.04.-05.05., 25.09.-04.10., 05.-08.11., 04.-11.12.2007

7. Hanisch, A.  
   ESRF Grenoble, France; 30.04.-08.05., 15.-19.05., 04.-11.12.2007

8. Heller, R.  
   Jagellonian University Krakow, Poland; 03.-14.12.2007

9. Jeutter, N.  
   ESRF Grenoble, France, 25.-30.11.2007

10. Keller, A.  
    ESRF Grenoble, France; 20.-28.02., 01.-07.05., 03.-11.12.2007

11. Küpper, K.  
    Lawrence Berkeley National Laboratory, USA; 05.-20.02., 04.-15.09.2007  
    Swiss Light Source, PSI Villigen, Switzerland; 06.-10.03., 22.-26.06., 09.-15.08., 07.-12.12.2007

12. Markó, D.  
    Swiss Light Source, PSI Villigen, Switzerland, 06.-10.03.2007  
    Lawrence Berkeley National Laboratory, USA; 11.10.-04.11.2007

13. Martinavicius, A.  
    University of Poitiers, France; 03.-14.07.2007

14. Martins, R. M. S.  
    ESRF Grenoble, France; 21.-24.02.2007
15. Potzger, K.  
Lawrence Berkeley National Laboratory, USA; 13.–20.02., 04.-15.09.2007

16. Rogozin, A.  
ESRF Grenoble, France; 09.-17.07.2007

17. Shalimov, A.  
ESRF Grenoble, France; 23.-30.08.2007

18. Shevchenko, N.  
ESRF Grenoble, France; 09.-17.07.2007  
Sibian Physical and Technical Institute, Tomsk, Russia; 23.-26.07.2007

19. Talut, G.  
ESRF Grenoble, France; 25.09.-04.10.2007

20. Winnerl, S.  
Toulouse High Magnetic Field Lab, France; 04.-08.06.2007

21. Wintz, S.  
Swiss Light Source, PSI Villigen, Switzerland; 22.-26.06., 09.-15.08.  
Lawrence Berkeley National Laboratory, USA; 09.-15.09.2007

22. Zhou, S.  
ESRF Grenoble, France; 05.-09.02., 05.-08.05., 23.-30.08.2007

Guests

1. Abd El-Rahman, A.-M.  
Sohag University, Egypt; 30.07.-25.08.2007

2. Aronzon, B.  
Kurchatov Institute Moscow, Russia; 12.-15.08.2007

3. Bilek, M.  
University of Sydney, Australia; 08.-12.01., 08.-15.09.2007

4. Bukas, V.-J.  
University of Athens, Greece; 25.06.-17.08.2007

5. Cheng, R.  
University of Lanzhou, China; 03.12.2007-30.11.2008

6. Dev, B.  
University of Bhubaneswar, India; 01.-04.11.2007

7. Eslam, M.-I.  
Sohag University, Egypt; 30.07.-11.08.2007

8. Gordillo, N.  
Universidad Autonoma de Madrid, Spain; 05.-31.03.2007

9. Grynszpan, R.  
ESRF Grenoble, France; 25.09.-01.10.2007

10. Hultman, L.  
Linköping University, Sweden; 12.-18.08.2007

11. Kuriplach, J.  
Charles Universitity Prague, Czech Republic; 03.-18.10., 06.-19.12.2007

12. Lasse, V.  
University of Oslo, Norway; 07.05.-01.06.2007

13. Lyon, S.  
Princeton University, USA; 02.-14.07.2007

14. Medhisuwakul, M.  
Chiang Mai University, Thailand; 01.10.-31.12.2007

15. Miletic, A.  
Universität of Novi Sad, Serbia; 28.02.-30.04.2007
16. Minniti, M.
   *Università della Calabria, Italy*; 10.02.-31.12.2007

17. Muzalkova, M.
   *University of Lipetsk, Russia*; 04.02.-04.03.2007

18. Nazarov, A.
   *Academy of Science, Ukraine*; 09.07.-22.08.2007

19. Odor, G.
   *KEKI Budapest, Hungary*; 06.-14.09.2007

20. Peng, H.
   *University of Lanzhou, China*; 03.12.2007–30.11.2008

21. Polmann, A.
   *FOM Amsterdam, Netherlands*; 30.09.-01.10.2007

22. Polyakov, A.
   *University of Lipetsk, Russia*; 09.11.-08.12.2007

23. Priolo, F.
   *University of Catania, Italy*; 30.09.-01.10.2007

24. Prochazka, I.
   *Charles University Prague, Czech Republic*; 15.-23.10., 29.10.-18.11.2007

25. Prucnal, S.
   *University Marie-Sklodovska-Curie, Poland*; 04.03.-04.04., 01.–31.10.2007

26. Ricardi, P.
   *Università della Calabria, Italy*; 05.-07.11.2007

27. Stolterfoht, N.
   *University of Florida, USA*; 08.-10.10.2007

28. Sun, J.
   *Nankai University, China*; 01.11.-31.12.2007

29. Stritzker, B.
   *Universität Augsburg, Germany*; 30.09.-01.10.2007

30. Tsyganov, I.
   *University of Lipetsk, Russia*; 01.03.-01.09.2007

31. Tyagulskyy, I.
   *Academy of Science, Ukraine*; 09.07.-22.08.2007

32. Vasilyeva, E.
   *University of Lipetsk, Russia*; 15.03.-15.04.2007

33. Vredenberg, A.
   *University of Utrecht, Netherlands*; 16.-19.01., 27.-30.08.2007

34. Wang, T.
   *Lanzhou University, China*; 20.-29.06.2007

35. Weber, E.
   *Fraunhofer ISE Freiburg, Germany*; 30.09.-01.10.2007

36. Ziemann, P.
   *Universität Ulm, Germany*; 30.09.-01.10.2007
AIM Visitors

1. Arab, Z.
   University of Poitiers, France; 05.–12.02., 25.06.–06.07.2007

2. Boycheva, T.
   University of Sofia, Bulgaria; 07.–20.10.2007

3. Bugoi, R.
   Institute of Atomic Physics Bukarest, Romania; 01.–08.07.2007

4. Constantinescu, B.
   Institute of Atomic Physics Bukarest, Romania; 01.–08.07.2007

5. Cordillo, N.
   Universidad de Madrid, Spain; 18.02.–04.04.2007

6. Danesh, P.
   Institute of Solid State Physics Sofia, 04.11.–03.12.2007

7. Dekov, V.
   University of Sofia, Bulgaria; 07.–20.10.2007

8. Depla, D.
   University of Ghent, Belgium; 20.–26.05.2007

9. Duquenne, C.
   Université de Nantes, France; 26.02.–23.03., 18.–29.06.2007

10. Gomez, P.
    Universidad de Sevilla, Spain; 10.–29.09.2007

11. Jagielski, J.
    ITME Warschau Poland; 18.–24.03.2007

12. Mahieu, S.
    University of Ghent, Belgium; 20.–26.05.2007

13. Menendez, E.
    Universidad de Barcelona, Spain; 10.–18.09.2007

14. Niklaus, M.
    ETH Lausanne, Switzerland; 16.–21.04.2007

15. Pagowska, K.
    ITME Warschau, Poland; 25.02.–03.03., 13.–18.05., 11.–16.06., 09.–15.12.2007

16. Palmero, A.
    Universidad de Sevilla, Spain; 10.–28.09.2007

17. Pantchev, B.
    Institute of Solid State Physics Sofia, Bulgaria; 04.11.–03.12.2007

18. Prucnal, S.
    University of Lublin, Poland; 14.05.–30.06.2007

19. Ratajczał, R.

20. Ritter, R.
    Universität Wien, Austria; 19.–31.08.2007

21. Schoendorfer, C.
    Universität Wien, Austria; 21.–25.05.2007

22. Sherif El-Said, A.
    Universität Wien, Austria; 19.–24.08.2007

23. Stonert, A.
    ITME Warschau, Poland; 18.–24.03., 15.–21.04.2007

24. Sulser, F.
    ETH Zürich, Switzerland; 21.–26.10.2007
25. Tsvetkova, T.
BAS Sofia, Bulgaria; 16.–30.06.2007

26. Turos, A.
ITME Warschau, Poland; 25.02.–03.03., 11.–16.06., 09.–15.12.2007

27. Vaczi, T.
Universität Wien, Austria; 04.–10.11.2007

28. Wirth, E.
University of Lei, Lithuania; 01.–09.12.2007

IA-SFS Visitors

1. Carpenter, B.
University of Sheffield, UK; 05.–10.02.2007

2. Ceponkus, J.
University of Vilnius, Poland; 18.–25.02., 21.–28.04.2007

3. Fromherz, T.
Universität Linz, Austria; 18.–25.11.2007

4. Jobson, K.
University of Sheffield, UK; 18.–24.02.2007

5. Khalil, G. E.
University of Sheffield, UK; 18.–24.02.2007

6. Porter, N.
University of Sheffield, UK; 26.–30.11.2007

7. Sablinskas, V.
University of Vilnius, Poland; 18.–25.02., 21.–28.04.2007

8. Wilson, L.
University of Sheffield, UK; 24.–29.09., 26.–28.11.2007

9. Zibik, E.
University of Sheffield, UK; 05.–11.02.2007

ROBL-MRH Visitors

1. Beckers, M.
Thin Film Physics Division, Linköping University, Schweden; 05.–10.04., 07.–13.11.2007

2. Biernans, A.
Fachbereich Festkörperphysik, Universität Siegen, Germany; 14.–20.11.2007

3. Braz Fernandes, F. M.
CENIMAT, Universidade Nova de Lisboa, Monte da Caparica, Portugal; 14.–21.02.2007

4. Brüser, B.
Fachbereich Festkörperphysik, Universität Siegen, Germany; 14.–19.03.2007

5. Caha, O.
Institute of Condensed Matter Physics, University of Brno, Czech Republic; 30.08.–05.09.2007

6. Eriksson, F.
Thin Film Physics Division, Linköping University, Schweden; 07.–13.11.2007

7. Feydt, J.
Department of Electron Microscopy, CÁSAR Research Center, Bonn, Germany; 04.–08.12.2007

8. Gaca, J.

9. Grigorian, S.
Fachbereich Festkörperphysik, Universität Siegen, Germany; 14.–19.03.2007
10. Keplinger, M.
   Institut für Halbleiterphysik, Universität Linz, Austria; 30.08.–05.09.2007

11. Kräußlich, J.
    Institut für Optik- und Quantenelektronik, Universität Jena, Germany; 21.–24.07., 08.–11.12.2007

12. Krüger, S.
    Institut für Röntgenphysik, Universität Göttingen, Germany; 20.–26.06.2007

13. Krügener, J.
    Qimonda Dresden, Dresden, Germany; 14.–17.12.2007

14. Kurtulus, Ö.
    Fachbereich Festkörperphysik, Universität Siegen, Germany; 14.–20.11.2007

15. Lauridsen, J.
    Thin Film Physics Division, Linköping University, Schweden; 07.–13.11.2007

16. Mazur, K.

17. Meduna, M.
    Institute of Condensed Matter Physics, University Brno, Czech Republic; 30.08.–05.09.2007

18. Pietzsch, U.
    Fachbereich Festkörperphysik, Universität Siegen, Germany; 14.–19.03.2007

19. Rinderknecht, J.
    AMD Saxony, Dresden, Germany; 25.04.–01.05., 19.–25.09.2007

20. Prinz, H.
    AMD Saxony, Dresden, Germany; 25.04.–01.05, 19.–25.09.2007

21. Salditt, T.
    Institut für Röntgenphysik, Universität Göttingen, Germany; 20.–26.06.2007

22. Schell, N.
    GKSS, Geesthacht, Germany; 14.–21.02.2007

23. Silva, R. J. C.
    Materials Science Department & CENIMAT, Universidade Nova de Lisboa, Monte da Caparica, Portugal, 14.–21.02. 2007

24. Slobodsky, T.
    Institut für Synchrotronstrahlung, Forschungszentrum Karlsruhe, Germany; 14.–21.02.2007

25. Teichert, S.
    Fraunhofer Center Nanoelectronic Technology (CNT), Dresden, Germany; 19.–21.03., 14.–17.12.2007

26. Wilde, L.
    Fraunhofer Center Nanoelectronic Technology (CNT), Dresden, Germany; 19.–21.03., 14.–17.12.2007

27. Wojcik, M.

28. Uschmann, I.
    Institut für Optik- und Quantenelektronik, Universität Jena, Germany; 21.–24.07.2007

29. Zastrau, U.
    Institut für Optik- und Quantenelektronik, Universität Jena, Germany; 21.–24.07., 08.–11.12.2007

30. Zienert, I.
    AMD Saxony, Dresden, Germany; 25.04.–01.05., 19.–25.09.2007

31. Zotov, N.
    Department of Electron Microscopy, CÄSAR Research Center, Bonn, Germany; 04.–08.12.2007
Colloquium

1. Albrecht, M. - Universität Konstanz, Germany
   Magnetische Filme auf selbstorganisierten Partikelmonolagen
   08.02.2007

2. Bilek, M. - University of Sydney, Australia
   Linking disciplines: Covalent attachment of bioactive proteins to plasma treated polymeric surfaces
   13.09.2007

3. Boutard, J.-L. - EFDA Close Support Unit Garching, Germany
   Highly irradiated structural materials for fusion reactor: Experimental results and multiscale modelling
   31.08.2007

4. Doebeli, M. - Paul-Scherrer-Institut Zürich, Switzerland
   Beschleunigermassenspektrometrie und ihre Anwendungen in der Materialforschung
   05.07.2007

5. Frey, L. - TU/ Bergakademie Freiberg, Germany
   Lösen neue Materialien die Probleme der Mikro- und Nanoelektronik?
   19.07.2007

6. Gross, R. - Bayerische Akademie der Wissenschaften - TU München, Germany
   Multifunctional oxide thin films and heterostructures
   15.03.2007

7. Hultman, L. - Linköping University, Sweden
   Material science studies of nanostructured functional thin films
   16.08.2007

8. Kutscher, W. - Universität Wien, VERA Laboratory, Austria
   The puzzle of dating the volcanic eruption of Santorini, a crucial time marker for the second Millennium BC
   25.10.2007

9. Lyon, S. - Department of Electrical Engineering, Princeton University, USA
   Electron spin coherence in silicon for quantum computing
   12.07.2007

10. Mücklich, F. - Universität des Saarlandes, Saarbrücken, Germany
    Neue Gefügearchitekturen durch Laser-Interferenz-Metallurgie
    18.01.2007

11. Quitmann, C. - Paul-Scherrer-Institut Villigen, Switzerland
    The dance of the domains: Excitations and switching in magnetic microparticles
    01.02.2007

12. Scheffler, M. - FHI Berlin, Germany
    Get Real! The importance of complexity for understanding the function of materials
    25.01.2007

13. Schneider, R. - MPI für Plasmaphysik Greifswald, Germany
    Plasma-edge physics: A bridge between disciplines
    24.04.2007

Seminars

1. Aeschlimann, M. - Universität Kaiserslautern, Germany
   Time resolved photoemission
   05.07.2007

2. Aharonovich, A. - University of Melbourne, Australia
   Controlled formation of single photon
   Controlled entres in diamond for quantum applications
   17.01.2007

3. Awazu, K. - University of Tokyo & Centre of Applied Near-Field Optics Research, National Institute of
   Advanced Industrial Science and Technology, Japan
Three dimensional nano-order fabrications of TiO$_2$ and SiO$_2$ by swift heavy ions
26.10.2007

4. Baberschke, K. – FU Berlin, Germany
Why are spin wave excitations all important in nanoscale magnetism?
17.04.2007

5. Conradie, L. – LABS South Africa
The status and new developments at iThemba LABS/ South Africa
10.07.2007

6. Gerasimenko, N. – Moscow Institute for Electronic Technology, Russia
Radiation methods for nanoelectronic technology
20.12.2007

7. Habicht, S. – Arizona State University, Tempe, USA
Moderne Fehleranalyse-Methoden: Untersuchungen zur Wirkung des 1064 / 1320 nm Lasers an ausgewählten Strukturen
21.12.2007

8. Klug, J. – Rubion Bochum, Germany
Bochumer Hochstrom-Heliumionenquelle (Torvis von NEC)
02.02.2007

9. Lenz, K. – FU Berlin, Germany,
Ferromagnetic Resonance – a small tool to study static and dynamic magnetic properties
28.01.2007

10. Maziewski, A. – Institut of Physics, University of Bialystok, Poland
Experimental and theoretical studies of Co nanostructures
12.12.2007

11. Moser, J. – Universität Konstanz, Germany
Magnetoresistive effects in Co/Pd multilayers on self-assembled nanospheres
21.01.2007

Universidad de Castilla-La Mancha Ciudad Real, Spain
Invariance scale and pattern formation on ion-sputtered surfaces: A new theoretical two-field coupled model
16.10.2007

13. Nogues, J. – Institut Català de Nanotechnologia Barcelona/ Spain
Using exchange bias to control magnetic vortices
24.10.2007

14. Numazawa, S. – TU Dresden, Germany
Ein funktionentheoretischer Zugang zu einem “terrainfolgenden” Boussines System für lange Oberflächenwasserwellen
16.11.2007

15. Savchenko, E. – National Academy of Science, Ukraine
Electronically induced defect generation and relaxation processes in atomic solids
25.10.2007

16. Whitlow, H. – University Jyväskylä, Finnlnd
Ion beam applications in biomedical technology
29.10.2007
<table>
<thead>
<tr>
<th>No.</th>
<th>Start Date – End Date</th>
<th>Funding Body</th>
<th>Project Title</th>
<th>Contact Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>03/2004 – 02/2009</td>
<td>European Union</td>
<td>IA-SFS - Integrating activity on synchrotron and free electron laser science</td>
<td>Prof. M. Helm Tel.: 0351 260-2260 <a href="mailto:m.helm@fzd.de">m.helm@fzd.de</a></td>
</tr>
<tr>
<td>2.</td>
<td>09/2004 – 08/2007</td>
<td>WTZ</td>
<td>Titan im Blutkontakt</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>3.</td>
<td>11/2004 – 12/2008</td>
<td>Silicon Sensor Berlin GmbH</td>
<td>Hochenergie-Ionenimplantation für optische Sensoren</td>
<td>Dr. J. von Borany Tel.: 0351 260 3378 <a href="mailto:j.v.borany@fzd.de">j.v.borany@fzd.de</a></td>
</tr>
<tr>
<td>4.</td>
<td>01/2005 – 12/2008</td>
<td>European Union</td>
<td>EuroMagNET – A coordinated approach to access, experimental development and scientific exploitation of European large infrastructures for high magnetic fields</td>
<td>Prof. M. Helm Tel.: 0351 260 2260 <a href="mailto:m.helm@fzd.de">m.helm@fzd.de</a></td>
</tr>
<tr>
<td>5.</td>
<td>04/2005 – 12/2007</td>
<td>Degussa AG</td>
<td>Untersuchungen zur Blitzlampentemperung beschichteter Substrate</td>
<td>Dr. W. Skorupa Tel.: 0351 260 3612 <a href="mailto:w.skorupa@fzd.de">w.skorupa@fzd.de</a></td>
</tr>
<tr>
<td>6.</td>
<td>04/2005 – 06/2007</td>
<td>AiF</td>
<td>Oxidationsschutz für neuartige Hochtemperatur-Leichtbauwerkstoffe durch Ionenimplantation (III)</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>7.</td>
<td>04/2005 – 03/2010</td>
<td>European Union</td>
<td>PRONANO – Technology for the production of massively parallel intelligent cantilever-probe platforms for nanoscale analysis and synthesis</td>
<td>Dr. B. Schmidt Tel.: 0351 260 2726 <a href="mailto:bernd.schmidt@fzd.de">bernd.schmidt@fzd.de</a></td>
</tr>
<tr>
<td>8.</td>
<td>06/2005 – 06/2008</td>
<td>DFG</td>
<td>Mössbaurerspektroskopie an ionenimplantierten magnetischen Halbleitern</td>
<td>Dr. H. Reuther Tel.: 0351 260 2898 <a href="mailto:h.reuther@fzd.de">h.reuther@fzd.de</a></td>
</tr>
<tr>
<td>9.</td>
<td>07/2005 – 06/2007</td>
<td>Robert Bosch GmbH</td>
<td>NanoHoch - Nanostrukturierte Hochtemperatur-Halbleiter für integrierte Abgassensoren in Dieselmotor- und Magermotorapplikationen</td>
<td>Dr. V. Heera Tel.: 0351 260 3343 <a href="mailto:v.heera@fzd.de">v.heera@fzd.de</a></td>
</tr>
<tr>
<td>10.</td>
<td>09/2005 – 02/2010</td>
<td>European Union</td>
<td>FOREMOST - Fullerene-based opportunities for robust engineering: Making optimised surfaces for tribology</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>11.</td>
<td>11/2005 – 10/2007</td>
<td>Eifeler GmbH</td>
<td>Technologietransfer c- BN</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>12.</td>
<td>01/2006 – 03/2007</td>
<td>Boston Scientific Scimed</td>
<td>Nitinol II</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>13.</td>
<td>01/2006 – 12/2009</td>
<td>European Union</td>
<td>ITS-LEIF - Ion technology and spectroscopy at low energy ion beam facilities</td>
<td>Dr. S. Facsko Tel.: 0351 260 2987 <a href="mailto:s.facsko@fzd.de">s.facsko@fzd.de</a></td>
</tr>
<tr>
<td>14.</td>
<td>02/2006 – 01/2010</td>
<td>European Union</td>
<td>AIM - Center for application of ion beams to materials research</td>
<td>Dr. A. Kolitsch Tel.: 0351 260 3348 <a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>15.</td>
<td>07/2006 – 09/2007</td>
<td>DFG</td>
<td>Hybrid-Modell</td>
<td>Dr. S. Gemming Tel.: 0351 260 2470 <a href="mailto:s.gemming@fzd.de">s.gemming@fzd.de</a></td>
</tr>
</tbody>
</table>
16. 07/2006 - 10/2009
Magnetschicht (FOR520)
Dr. S. Gemming
Tel.: 0351 260 2470  s.gemming@fzd.de
Deutsche Forschungsgemeinschaft  DFG

Sächsisches Staatsministerium für Wirtschaft und Arbeit
Solarmetall - Entwicklung und Optimierung der optisch transparenten und elektrif"i-gfähigen Deckschicht
Dr. A. Kolitsch
Tel.: 0351 260 3348  a.kolitsch@fzd.de
SMWA

Qimonda Dresden
Ionenstreu-Analysen an Halbleiter-Materialien
Dr. R. Grötzschel
Tel.: 0351 260 3294  r.groetzschel@fzd.de
Industry

Qimonda Dresden
Röntgenbeugungs-Analysen an Halbleiter-Materialien
Dr. J. von Borany
Tel.: 0351 260 3378  j.v.borany@fzd.de
Industry

Sächsisches Staatsministerium für Wirtschaft und Arbeit
Materialcharakterisierung MUSIGUSS
Dr. W. Skorupa
Tel.: 0351 260 3612  w.skorupa@fzd.de
SMWA

Arbeitsgemeinschaft industrieller Forschungsvereinigungen
Nanomorph - Amorphe Nanostrukturen
Dr. A. Kolitsch
Tel.: 0351 260 3348  a.kolitsch@fzd.de
AiF

22. 01/2006 – 12/2007
DAAD-Portugal
Erzeugung und Charakterisierung von Ni-Ti Shape Memory Dünnschicht-Legierungen
Dr. N. Schell
Tel.: +33 (0)4.76.88.23.67  schell@esrf.fr
DAAD

ICT GmbH
Fertigung von PrSi-LAMS Emittern
Dr. B. Schmidt
Tel.: 0351 260 2726  bernd.schmidt@fzd.de
Industry

SARAD GmbH
Entwicklung und Herstellung von ionenimplantierten Si-Strahlungsdetektoren
Dr. B. Schmidt
Tel.: 0351 260 2726  bernd.schmidt@fzd.de
Industry

ETH Zürich
Herstellung und Untersuchung von co-implantierten Schichtstrukturen
Dr. B. Schmidt
Tel.: 0351 260 2726  bernd.schmidt@fzd.de
Industry

VKTA e.V. Dresden
Durchführung von REM- bzw. EDX- sowie Mössbauer-spektroskopischen Untersuchungen an Metallproben
Dr. H. Reuther
Tel.: 0351 260 2898  h.reuther@fzd.de
Bilateral

27. 01/2007 - 09/2007
Deutsche Forschungsgemeinschaft
Grenz- und Oberflächen von ferroischen Schichten
Dr. S. Gemming
Tel.: 0351 260 2470  s.gemming@fzd.de
DFG

ICT GmbH
PrSi-Ionenquellen
Dr. B. Schmidt
Tel.: 0351 260 2726  bernd.schmidt@fzd.de
Industry

29. 02/2007 - 03/2008
Alexander-von-Humboldt-Stiftung
Gastaufenthalt Dr. C. Grimm
Prof. M. Helm
Tel.: 0351 260 2260  m.helm@fzd.de
AvH

Boston Scientific Scimed Inc.
Nanoporous
Dr. A. Kolitsch
Tel.: 0351 260 3348  a.kolitsch@fzd.de
Industry

AMD Saxony
ROBL-Röntgenuntersuchungen
Dr. J. von Borany
Tel.: 0351 260 3378  j.v.borany@fzd.de
Industry

32. 04/2007 - 03/2009
Arbeitsgemeinschaft industrieller Forschungsvereinigungen
Unterdrückung der Sauerstoffverspr"ödung von Titanlegierungen
Dr. A. Kolitsch
Tel.: 0351 260 3348  a.kolitsch@fzd.de
AiF
<table>
<thead>
<tr>
<th>No.</th>
<th>Start/End Year</th>
<th>Funding Body</th>
<th>Project Title</th>
<th>Principal Investigator</th>
<th>Tel.</th>
<th>Email</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.</td>
<td>04/2007 - 03/2009</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Ion-beam induced rippling at the amorphous-crystalline interface in silicon</td>
<td>Dr. J. Grenzer</td>
<td>0351 260 3389</td>
<td><a href="mailto:j.grenzer@fzd.de">j.grenzer@fzd.de</a></td>
</tr>
<tr>
<td>34.</td>
<td>05/2007 - 06/2009</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Strukturübergänge eingebetteter magnetischer Nanopartikel</td>
<td>Dr. K. Potzger</td>
<td>0351 260 3148</td>
<td><a href="mailto:k.potzger@fzd.de">k.potzger@fzd.de</a></td>
</tr>
<tr>
<td>35.</td>
<td>07/2007 - 12/2008</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Hybride Magnetische Materialien</td>
<td>Dr. J. Fassbender</td>
<td>0351 260 3096</td>
<td><a href="mailto:j.fassbender@fzd.de">j.fassbender@fzd.de</a></td>
</tr>
<tr>
<td>36.</td>
<td>08/2007 - 07/2009</td>
<td>Arbeitsgemeinschaft industrieller Forschungsvereinigungen (AiF)</td>
<td>Grenzen des Halogeneffektes für TiAl-Hochtemperaturleichtbauleugierungen unter industriellen Bedingungen</td>
<td>Dr. A. Kolitsch</td>
<td>0351 260 3348</td>
<td><a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>37.</td>
<td>08/2007 - 11/2010</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Nanostrukturierung von Oberflächen mit direkter Extraktion der Ionen aus Plasmaquellen</td>
<td>Dr. S. Faske</td>
<td>0351 260 2987</td>
<td><a href="mailto:s.faske@fzd.de">s.faske@fzd.de</a></td>
</tr>
<tr>
<td>38.</td>
<td>08/2007 - 10/2010</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Selbstorganisierte Nanostrukturen durch niedenergetische Ionenstrahlerosion</td>
<td>Dr. K.-H. Heinig</td>
<td>0351 260 3288</td>
<td><a href="mailto:k.h.heinig@fzd.de">k.h.heinig@fzd.de</a></td>
</tr>
<tr>
<td>39.</td>
<td>08/2007 - 08/2008</td>
<td>Bundesministerium für Bildung und Forschung (BMBF)</td>
<td>Magnetoelektronik ferromagnetischer Traps</td>
<td>Dr. H. Schmidt</td>
<td>0351 260 2724</td>
<td><a href="mailto:heidemarie.schmidt@fzd.de">heidemarie.schmidt@fzd.de</a></td>
</tr>
<tr>
<td>40.</td>
<td>08/2007 - 12/2008</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Ferromagnetism in transition metal doped ZnO</td>
<td>Dr. H. Schmidt</td>
<td>0351 260 2724</td>
<td><a href="mailto:heidemarie.schmidt@fzd.de">heidemarie.schmidt@fzd.de</a></td>
</tr>
<tr>
<td>41.</td>
<td>09/2007 - 08/2009</td>
<td>European Union</td>
<td>TEMPUS courses of materials science</td>
<td>Prof. W. Möller</td>
<td>0351 260 2245</td>
<td><a href="mailto:w.moeller@fzd.de">w.moeller@fzd.de</a></td>
</tr>
<tr>
<td>42.</td>
<td>09/2007 - 02/2008</td>
<td>AMD Saxony</td>
<td>Experimente an ROBL-Beamline</td>
<td>Dr. J. von Borany</td>
<td>0351 260 3378</td>
<td><a href="mailto:j.v.borany@fzd.de">j.v.borany@fzd.de</a></td>
</tr>
<tr>
<td>43.</td>
<td>09/2007 - 10/2010</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Infrared scattering near-field optical microscopy near dielectric (polaritonic) resonances using a free-electron laser</td>
<td>Prof. M. Helm</td>
<td>0351 260 2260</td>
<td><a href="mailto:m.helm@fzd.de">m.helm@fzd.de</a></td>
</tr>
<tr>
<td>44.</td>
<td>10/2007 - 09/2008</td>
<td>Alexander-von-Humboldt-Stiftung (AvH)</td>
<td>Gastaufenthalt Dr. A. Kanjial</td>
<td>Prof. M. Helm</td>
<td>0351 260 2260</td>
<td><a href="mailto:m.helm@fzd.de">m.helm@fzd.de</a></td>
</tr>
<tr>
<td>45.</td>
<td>10/2007 - 09/2009</td>
<td>Dechema</td>
<td>Haifischhaut</td>
<td>Dr. A. Kolitsch</td>
<td>0351 260 3348</td>
<td><a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>46.</td>
<td>11/2007 - 10/2009</td>
<td>Eifeler GmbH</td>
<td>Technologietransfer c-BN II</td>
<td>Dr. A. Kolitsch</td>
<td>0351 260 3348</td>
<td><a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>47.</td>
<td>12/2007 - 11/2009</td>
<td>Deutsche Forschungsgemeinschaft (DFG)</td>
<td>Mößbauer-spektroskopie an magnetischen Halbleitern II</td>
<td>Dr. H. Reuther</td>
<td>0351 260 2898</td>
<td><a href="mailto:h.reuther@fzd.de">h.reuther@fzd.de</a></td>
</tr>
</tbody>
</table>
Experimental Equipment

1. Accelerators, Ion Implanters and Ion-Assisted-Deposition

- Van de Graaff Accelerator (VdG) 1.8 MV TuR Dresden, DE
- Tandem Accelerator (Td) 5 MV NIEFA, RU
- Tandetron Accelerator (Tdtr) 3 MV HVEE, NL
- Low-Energy Ion Implanter 0.5 - 50 kV Danfysik, DK
- High-Current Ion Implanter 20 - 200 kV Danfysik, DK
- High-Energy Ion Implanter 40 - 500 kV HVEE, NL
- Plasma Immersion Ion Implantation 5 - 60 keV GBR, D / Home-built
- Focused Ion Beam (15 nm) 30 keV, 10 A/cm² Orsay Physics, FR
- Highly-Charged Ion Facility 25 eV - 25 keV × Q Home-built
  \[ Q = 1 \ldots 40 \text{ (Xe)} \]
- Dual-Beam Magnetron Sputter Deposition Roth & Rau; DE
- Ion-Beam-assisted Deposition Danfysik, DK / Home-built
- Ion-Beam Sputtering 200 - 2000 V Home-built
- UHV Ion Irradiation (Ar, He, etc.) 0 - 5 keV VG, USA
  Scan 10×10 mm²

2. Ion Beam Analysis (IBA)

A wide variety of advanced IBA techniques are available at the MeV accelerators (see fig.).

- RBS Rutherford Backscattering (1), (2), (3), (9) VdG, Td, Tdtr
- RBS/C RBS + Channelling (1), (2), (3), (9) VdG, Td, Tdtr
  High-Resolution RBS/C (11) Tdtr

Ion Beam Centre: Schematic Overview of the Installations.
⇒ ERDA Elastic Recoil Detection Analysis (2), (4), (5) VdG, Td
⇒ High-resolution ERDA (7), (8) Td
⇒ PIXE Proton-Induced x-ray Emission (3) Td
⇒ PIGE Proton-Induced γ Emission (3) Td
⇒ NRA Nuclear Reaction Analysis (4) Td
⇒ NRRA Nuclear Resonance Reaction Anal. (6) Td
⇒ Nuclear Microprobe (10) Tdtr

Some stations are equipped with additional process facilities which enable in-situ IBA investigations during ion irradiation, sputtering, deposition, annealing etc.

3. Other Particle Based Analytical Techniques
⇒ SEM Scanning Electron Microscope 1 - 30 keV Hitachi, JP
⇒ TEM Transmission Electron Microscope 80 - 300 keV FEI, NL
(Titan 80-300 with Image Corrector) + EDX + EDX, +GIF
⇒ AES Auger Electron Spectroscopy + XPS Fisions, GB
⇒ CEMS Mössbauer Spectroscopy 57Fe source Home-built
⇒ PAS Positron Annihilation Spectroscopy 22Na source Home-built 30 V - 36 kV

4. Photon Based Analytical Techniques
⇒ XRD/XRR X-Ray Diffraction and Reflection Cu-Kα Bruker axs, DE
⇒ HR-XRD High-Resolution XRD Cu-Kα GE Inspection, DE
⇒ XRD/XRR with Synchrotron Radiation 5 – 35 keV ROBL at ESRF, FR
⇒ SE Spectroscopic Ellipsometry 250 - 1700 nm Woolam, USA
⇒ FTIR Fourier-Transform Infrared Spectr. 600 - 7000 cm⁻¹ Nicolet, USA
⇒ FTIR Fourier-Transform Infrared Spectr. 50 - 15000 cm⁻¹ Bruker, DE
⇒ Ti:Sapphire Femtosecond Laser Spectra Physics, USA
⇒ Femtosecond Optical Parametric Oscillator APE, DE
⇒ Ti:Sapphire Femtosecond Amplifier Femtolasers, AT
⇒ Femtosecond Optical Parametric Amplifier Light Conversion, LT
⇒ Raman Raman Spectroscopy 45 cm⁻¹ shift Jobin-Yvon-Horiba, FR
⇒ PL Photoluminescence 300 - 1500 nm Jobin-Yvon-Horiba, FR
⇒ TRPL Time-Resolved PL τ = 3 ps - 2 ns Hamamatsu Phot., JP
⇒ EL Electroluminescence (10-300 K) 300 - 1500 nm Oxford Instrum., GB
⇒ Optical Split-Coil Supercond. Magnet 7 T Jobin-Yvon-Horiba, FR
⇒ PR Photomodulated Reflectivity 300 - 1500 nm Jobin-Yvon-Horiba, FR
⇒ PLE Photoluminescence Excitation 300 - 1500 nm Jobin-Yvon-Horiba, FR

5. Magnetic Thin Film Deposition and Properties Analysis
⇒ MBE Molecular Beam Epitaxy with in-situ FIB CreaTec, DE
⇒ MBE Molecular Beam Epitaxy Home-built
⇒ MFM Magnetic Force Microscope ~ 50 nm resol. VEECO / DI, USA
⇒ SQUID Supercond. Quantum Interf. Device ± 7 T QuantumDesign, USA
⇒ MOKE Magneto-Optic Kerr Effect (in-plane) ± 0.35 T Home-built
⇒ MOKE Magneto-Optic Kerr Effect (perp.) ± 2 T Home-built
⇒ SKM Scanning Kerr Microscope Home-built
⇒ TR-MOKE Time-Resolved MOKE (Pump-Probe) Home-built
6. Other Analytical and Measuring Techniques

- VNA-FMR Vector Network Analyzer Ferromagnetic Resonance: Agilent / Home-built
- Scanning Tunneling Microscope (with AFM-option): DME, DK
- Atomic Force Microscope (tapping mode): SIS, DE
- Atomic Force Microscope (with c-AFM, SCM-module): Veeco Instruments, GB
- In-situ Scanning Tunneling Microscope (variable-Temp.): Omicron, DE
- Dektak Surface Profilometer: Veeco, USA
- Micro Indenter / Scratch Tester: Shimatsu, JP
- Wear Tester (pin-on disc): Home-built
- Spreading Resistance Profiling: Sentech, DE
- Hall Effect Equipment: (2 - 400 K, ≤ 9 T): LakeShore, USA
- DLTS (+ I-U / C-V): (10 - 300 K, 1 MHz): PhysTech, DE
- I-V and C-V Analyzer: Keithley, USA

7. Processing and Preparation Techniques

- Etching / Cleaning: incl. Anisotropic Selective KOH Etching: Süss, DE
- Photolithography: Mask-aligner, 2 µm-level: Süss, DE
- Thermal Treatment: Room Temperature - 2000°C
  - Furnace: InnoTherm, DE
  - Rapid Thermal Annealing: ADDAX, FR
  - Flash-Lamp Unit (0.5 – 20 ms): Home-built; FHR, DE
  - RF Heating (Vacuum): JIP.ELEC, FR
- Physical Deposition: Sputtering DC / RF, Evaporation: Nordiko, GB
  - Electron Beam Evaporation System: Leybold Optics, DE
- Dry Etching: Plasma and RIE Mode: Sentech, DE
- Bonding Techniques: Ultrasonic Wire Bonding: Kulicke&Soffa, USA
- Cutting, Grinding, Polishing: Bühler, DE
- TEM Sample Preparation: Plan View and Cross Section
  - incl. Ion Milling Equipment: Gatan, USA
Services

The institute serves as a user center and technology transfer point in connection with its many years
of experience in the application of ion beams for modification and analysis of solid surfaces and thin films
of arbitrary materials.

Ion beam treatment of metallic materials (e.g. light metals like Al, Ti; stainless steel) can be
advantageously applied for the improvement of the tribological properties (hardness, wear, corrosion
resistance etc.). Using ion beam assisted deposition, hard coatings with special properties are obtained,
such as a high adhesive strength and low internal stress. New technologies of high energy ion
implantation or focused ion beam techniques result in new applications of electronic devices or
microintegrated circuits.

Ion beams are an excellent instrument for the analysis of solid state surfaces. The interaction of the
incident ion beam with the surface layer of a material leads to a specific radiation response, which yields
information on the elemental composition as function of depth in a quantitative and essentially non-
destructive way.

Additional means of preparation and diagnostics are available to fulfill the needs of users from
different industrial branches. Do not hesitate to contact our experienced team.

Main Areas of Competence:
- Development and fabrication of sensors and detectors for charged particle spectroscopy
- Deposition of functional coatings using ion-assisted physical vapor deposition
- Fabrication of wear protection layers on metallic materials or alloys
- Deposition of blood compatible layers (i.e. TiOx) on different materials
- Ion implantation in a broad range of ion energy (~ 200 eV to ~ 50 MeV) and substrate temperature
- Advanced ion beam technologies (high energy ion implantation, focused ion beam) for microelectronic applications
- Application of high energy ion implantation for power devices and laser structures
- Doping of semiconductors, in particular wide bandgap semiconductors
- Surface analysis of solid materials with high energy ion beams
- Computer simulation of ion beam interaction with materials
- Optical characterization of materials (luminescence, FTIR, Raman)

Offers:
- Consultation and problem evaluation for ion beam applications
- Process development for ion beam treatment of different materials (metals, ceramics, semiconductors)
- Process development in ion-assisted deposition of thin films
- Preparation and treatment of material samples, tools or complex parts of devices
- Ion implantation and ion beam analysis services
- Ion implantation into semiconductor materials for applications in microsystems and micro- and power
electronics,
- Preparation / fabrication of semiconductors or silicon radiation sensors under clean room conditions
- Structural diagnostics of materials surfaces including e-beam- (SEM, TEM, AES) and X-ray techniques
  (XRD, XRR with both Cu-K and Synchrotron (5-35 keV) radiation).

Examples:
- Improvement of wear resistance of austenitic stainless steels using plasma immersion
  ion implantation
- High energy ion implantation for power semiconductor devices,
- Micro- and nano-engineering with focused ion beams
- Non-destructive quantitative hydrogen analysis in materials
- Non-destructive ion beam analysis of art objects
• Doping of wide-bandgap-semiconductors (SiC, diamond)
• Nuclear microprobe for ion beam analysis with high spatial resolution
• Synchrotron radiation analysis of materials at the ROBL Beamline in Grenoble.

**Contact:**

Please direct your inquiry about the application of ion beams for modification and analysis of materials to one of the following experts:

<table>
<thead>
<tr>
<th>Field of application</th>
<th>Name</th>
<th>Phone / Fax</th>
<th>E-mail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion implantation (metals, ceramics, polymers, biomaterials)</td>
<td>Dr. Andreas Kolitsch</td>
<td>3348 / 2703</td>
<td><a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>Ion implantation (semiconductors, in particular high energy)</td>
<td>Dr. Johannes von Borany</td>
<td>3378 / 3438</td>
<td><a href="mailto:j.v.borany@fzd.de">j.v.borany@fzd.de</a></td>
</tr>
<tr>
<td>Thin film deposition</td>
<td>Dr. Andreas Kolitsch</td>
<td>3348 / 2703</td>
<td><a href="mailto:a.kolitsch@fzd.de">a.kolitsch@fzd.de</a></td>
</tr>
<tr>
<td>High energy ion beam analysis</td>
<td>Dr. Rainer Grötzschel</td>
<td>3294 / 2870</td>
<td><a href="mailto:r.groetzschel@fzd.de">r.groetzschel@fzd.de</a></td>
</tr>
<tr>
<td>Semiconductor preparation Detector / Sensor fabrication</td>
<td>Dr. Bernd Schmidt</td>
<td>2726 / 3285</td>
<td><a href="mailto:bernd.schmidt@fzd.de">bernd.schmidt@fzd.de</a></td>
</tr>
<tr>
<td>Focused ion beams</td>
<td>Dr. Lothar Bischoff</td>
<td>2963 / 3285</td>
<td><a href="mailto:l.bischoff@fzd.de">l.bischoff@fzd.de</a></td>
</tr>
<tr>
<td>Structural diagnostics</td>
<td>Dr. Johannes von Borany</td>
<td>3378 / 3438</td>
<td><a href="mailto:j.v.borany@fzd.de">j.v.borany@fzd.de</a></td>
</tr>
<tr>
<td>Materials research with Synchrotron radiation at ROBL (ESRF)</td>
<td>Dr. Carsten Bähtz</td>
<td>2367</td>
<td><a href="mailto:baehtz@esrf.fr">baehtz@esrf.fr</a></td>
</tr>
<tr>
<td>Optical materials characterization</td>
<td>Dr. Harald Schneider</td>
<td>2880 / 3285</td>
<td><a href="mailto:h.schneider@fzd.de">h.schneider@fzd.de</a></td>
</tr>
</tbody>
</table>

For all phone/ fax-numbers choose the country / local code: +49 351 260 - xxxx (for FZD)  
+33 47 688 - xxxx (for ROBL)

The institute also recommends the homepages of its spin-off companies

• “GeSiM mbH”  www.gesim.de
• “APT Dresden”  www.apt-dresden.de
• “IONS”ervices”  www.ions.de
**Forschungszentrum Dresden - Rossendorf e.V.**

**Institute of Ion Beam Physics and Materials Research (IIM)**

Postfach 51 01 19  
D-01314 Dresden  
Tel.: 0351 260 2245  
Fax: 0351 260 3285  
http://www.fzd.de/FWI
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### DIRECTORS

<table>
<thead>
<tr>
<th>Name</th>
<th>Phone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prof. Dr. Wolfhard Möller</td>
<td>2245</td>
</tr>
<tr>
<td>Prof. Dr. Manfred Helm</td>
<td>2260</td>
</tr>
</tbody>
</table>

### DIVISIONS

#### ION TECHNOLOGY (FWII)

Dr. Andreas Kolitsch / 3326  
- MeV accelerators  
- Ion Implanter / PIII operation  
- Ion Beam and Plasma Assisted Deposition  
- Biotechnological Materials  
- Industrial Services and Projects

#### SEMICONDUCTOR MATERIALS (FWIM)

Dr. Wolfgang Skorupa / 3612  
- Semiconductors  
- Optoelectronic Applications  
- Rapid Thermal Annealing Processes  
- Defect Engineering  
- Positron Annihilation Spectroscopy

#### NANOFUNCTIONAL FILMS (FWIN)

Dr. Jürgen Fassbender / 3096  
- Modification of Magnetic Materials  
- High Anisotropy Nanoparticles  
- Magnetic Semiconductors / Spintronics  
- Magnetization Dynamics  
- Fullerene-like Materials

#### SEMICONDUCTOR SPECTROSCOPY (FWIH)

Dr. Harald Schneider / 2880  
- Semiconductor Quantum Structures  
- Terahertz Spectroscopy  
- Femtosecond Spectroscopy  
- Free Electron Laser at ELBE  
- Optical Characterization (PL, FTIR, Raman)

#### ION BEAM ANALYSIS (FWIA)

Dr. Rainer Grötzschel / 3294  
- Ion-Solid-Interaction  
- High-Energy Ion Beam Analysis  
- Channeling Studies of Crystal Defects  
- Non-destructive Analysis of Art Objects  
- Composition / Modification of Materials

#### STRUCTURAL DIAGNOSTICS (FWIS)

Dr. Johannes von Borany / 3378  
- Electron Microscopy (TEM, SEM)  
- Electron Spectroscopy (AES, XPS)  
- Mössbauer Spectroscopy  
- X-ray Analysis  
- Materials Research with Synchr. Radiation

#### THEORY (FWIT)

Dr. Matthias Posselt / 3279  
- Ion-Beam Synthesis of Nanostructures  
- Formation and Evolution of Defects  
- Atomistic Simulation of Ion implantation and Ion-Assisted Deposition  
- Interatomic Potentials for Solids  
- Reaction-Diffusion-Models

#### PROCESS TECHNOLOGY (FWIP)

Dr. Bernd Schmidt / 2726  
- Semiconductor Technology  
- Focused Ion Beam Technology  
- Thin Film Deposition  
- Computer Aided Structure Design  
- Electrical Characterization  
- Clean Room Operation
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