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Abstract. In this paper we deal with the ‘strength’ of ill-posedness for ill-posed linear operator equations \( Ax = y \) in Hilbert spaces, where we distinguish according to M. Z. Nashed \[15\] the ill-posedness of type I if \( A \) is not compact, but we have \( \overline{R}(A) \neq R(A) \) for the range \( R(A) \) of \( A \), and the ill-posedness of type II for compact operators \( A \). From our considerations it seems to follow that the problems with noncompact operators \( A \) are not in general ‘less’ ill-posed than the problems with compact operators. We motivate this statement by comparing the approximation and stability behaviour of discrete least-squares solutions and the growth rate of Galerkin matrices in both cases. Ill-posedness measures for compact operators \( A \) as discussed in \[10\] are derived from the decay rate of the nonincreasing sequence of singular values of \( A \). Since singular values do not exist for noncompact operators \( A \), we introduce stability rates in order to have a common measure for the compact and noncompact cases. Properties of these rates are illustrated by means of convolution equations in the compact case and by means of equations with multiplication operators in the noncompact case. Moreover using increasing rearrangements of the multiplier functions specific measures of ill-posedness called ill-posedness rates are considered for the multiplication operators. In this context, the character of sufficient conditions providing convergence rates of Tikhonov regularization are compared for compact operators and multiplication operators.
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1. Introduction

Let \( A \in \mathcal{L}(X,Y) \) be a bounded linear operator between two infinite dimensional separable Hilbert spaces \( X \) and \( Y \) with trivial nullspaces \( N(A) = \{0\} \) and \( N(A^*) = \{0\} \) of the operator \( A \) and its adjoint \( A^* \), i.e., \( A \) is injective and it holds a condition \( \overline{R}(A) = Y \) for the closure \( \overline{R}(A) \) in \( Y \) of the range \( R(A) \) of the operator \( A \). We denote by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) inner product and norm in the Hilbert spaces. In view of the injectivity of \( A \) the inverse operator \( A^{-1} : R(A) \subset Y \rightarrow X \) exists. If the norm symbol \( \| \cdot \| \) is used for operators \( B \in \mathcal{L}(X,Y) \), then we mean the spectral norm \( \| B \| = \sup_{x \in X \setminus \{0\}} \frac{\|Bx\|}{\|x\|} \).
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According to the concept of M. Z. Nashed [15] a linear operator equation

$$Ax = y \quad (x \in X, y \in Y)$$  \hspace{1cm} (1.1)

is called *ill-posed* if and only if

$$R(A) \neq \overline{R(A)},$$  \hspace{1cm} (1.2)

i.e., if the operator $A$ has a *nonclosed range*. Then one has to be very careful in solving the operator equation (1.1) numerically, since as a consequence of (1.2) the inverse $A^{-1}$ is an *unbounded* linear operator (cf., e.g., [5: Proposition 2.4]). Following [15] we have to distinguish two alternative situations of ill-posed linear operator equations (1.1):

**Definition 1.1.** We call the linear operator equation (1.1) *ill-posed of type I* if $A$ is *not compact*, but if we have $R(A) \neq \overline{R(A)}$. On the other hand, we call (1.1) *ill-posed of type II* if the operator $A$ is *compact*.

If $A$ is a compact linear operator, then the condition (1.2) is automatically satisfied. On the other hand, if (1.1) is ill-posed of type I, then the range $R(A)$ contains a closed infinite dimensional subspace.

M. Z. Nashed wrote in [15: p. 55] that “... in Hilbert spaces, an equation involving a bounded noncompact operator with nonclosed range is ‘less’ ill-posed than an equation with a compact operator with infinite dimensional range. In comparison with least-squares or generalized inverse problems for $m \times n$ matrices, one may say that for operators with nonclosed range, the case of a noncompact operator corresponds to the full-rank case for matrices, while the case of a (nondegenerate) compact operator is the infinite dimensional analog of the rank-deficient case for matrices.” Hence by Nashed’s opinion an equation (1.1) ill-posed of type I is in general ‘less’ ill-posed than an equation (1.1) which is ill-posed of type II. In this paper we will critically reflect this opinion by comparing the approximation and stability behaviour of discretized solutions for ill-posed equations of both types. For stability considerations in Section 2 we introduce *stability rates* characterizing the asymptotic stability behaviour of *discrete least-squares solutions* to equation (1.1). From that stability point of view noncompact operators $A$ do not lead in general to ‘less’ ill-posed situations than compact operators.

On the other hand, G. Vainikko repeatedly mentioned in his papers on linear ill-posed problems of type I (cf., e.g., [19]) the additional difficulties arising from the noncompactness of the linear operator in the process of discretization and regularization. The reason for such additional difficulties seems to be the approximation gap between a noncompact operator $A$ with $\text{dim}(R(A)) = \infty$ and approximate operators $A_N$ with finite dimensional range $\text{dim}(R(A_N)) = N$. This gap is a consequence of the following well-known lemmas (cf. [12: p. 18-19]):

**Lemma 1.2.** Let the sequence $B_n \in \mathcal{L}(X, Y)$ of compact linear operators be norm convergent to a linear operator $B \in \mathcal{L}(X, Y)$, that is, $\|B_n - B\| \to 0$ as $n \to \infty$. Then $B$ is compact.

**Lemma 1.3.** Let $B$ be a bounded linear operator $B \in \mathcal{L}(X, Y)$ with finite dimensional range $R(B)$. Then $B$ is compact.

We are going to formulate a corollary of both lemmas which characterizes the approximation gap immediately. Throughout this paper let denote by $\{w_n\}_{n=1}^\infty$ a complete orthonormal system in the Hilbert space $X$. Moreover, let $X_N = \text{span}(w_1, ..., w_N)$
designate the $N$-dimensional subspace of $X$ spanned over the first $N$ elements of the orthonormal system under consideration. Based on the operator $A$ introduced with infinite dimensional range $R(A)$ we define operators $A_N$ with $N$-dimensional range $R(A_N) = AX_N$ by the formula

$$A_N x = \sum_{n=1}^{N} \langle x, w_n \rangle A w_n \quad \left( x = \sum_{n=1}^{\infty} \langle x, w_n \rangle w_n \in X \right).$$

(1.3)

If $A$ is noncompact, then by Lemma 1.2 and Lemma 1.3 we obtain $\liminf_{N \to \infty} \|A - A_N\| > 0$ and hence:

**Corollary 1.4** Let the operator $A \in \mathcal{L}(X, Y)$ be noncompact. Then there exists a constant $\varepsilon > 0$ such that $\|A_N - A\| \geq \varepsilon$ for all positive integers $N$.

As a consequence of Corollary 1.4 also in Section 2 we will mention some approximation drawback of ill-posed equations of type I ($A$ noncompact) compared to ill-posed equations of type II with respect to discrete least-squares solutions of equation (1.1). Since both stability and approximation are factors influencing the solution behaviour of discrete least-squares solutions both aspects are to be considered for characterizing the total kind of ill-posedness of a problem (1.1). Summarizing the observed phenomena we cannot find strict arguments that noncompact operators behave ‘better’ than compact ones.

It seems to be difficult to compare ill-posed problems of type I and type II based on common ill-posedness measures. At all, ill-posedness measures for equations (1.1) are extensively studied in the literature only for compact operators $A$. For such operators various authors (cf., e.g., [5: p.40], [7], [8: p.8], [9: p.31], [21]) have considered a degree of ill-posedness $\mu = \mu(A)$ using the well-defined singular system $\{s_n, \hat{u}_n, \hat{v}_n\}_{n=1}^{\infty}$ (cf. [1: p.63]) of the compact operator $A$, where

$$s_1(A) \geq s_2(A) \geq ... \geq s_n(A) \geq ... \to 0 \quad \text{as} \quad n \to \infty$$

is the ordered sequence of positive singular values, and $\{\hat{u}_n(A)\}_{n=1}^{\infty}$, $\{\hat{v}_n(A)\}_{n=1}^{\infty}$ are complete orthonormal systems of eigenelements in $X$ and $Y$, respectively, satisfying

$$A\hat{u}_n = s_n\hat{v}_n \quad (n = 1, 2, ...).$$

Note that Poincaré’s max-min principle for the $n$–th singular value yields the formula

$$s_n(A) = \max_{T_n} \min_{x \in T_n \setminus \{0\}} \frac{\|Ax\|}{\|x\|} = \min_{x \in T_n \setminus \{0\}} \frac{\|Ax\|}{\|x\|} = \frac{\|A\hat{u}_n\|}{\|\hat{u}_n\|},$$

(1.4)

where the maximum which was taken over all $n$-dimensional subspaces $T_n$ of $X$ is attained for the eigenspace $\hat{T}_n = \text{span}(\hat{u}_1, ..., \hat{u}_n)$.

In particular, the degree of ill-posedness is derived from the decay rate of the non-increasing sequence $\{s_n(A)\}_{n=1}^{\infty}$ of singular values of the operator $A$. If, for example, $A$ is an integral operator with a kernel arising from the Green’s function of a differential equation problem, we frequently have a proportionality

$$s_n(A) \sim n^{-\mu} \quad \text{as} \quad n \to \infty,$$  

(1.5)
where \( \mu = \mu(A) > 0 \) can be characterized as the degree of ill-posedness. Then there is a one-to-one correspondence between the decay rate \( \mu > 0 \) of the singular values and the associated growth rate

\[
\hat{\kappa}_N(A) \sim 1/s_N(A) \sim N^\mu \quad \text{as} \quad N \to \infty \quad (1.6)
\]

of the condition numbers

\[
\hat{\kappa}_N(A) = s_1(A)/s_N(A) = \text{cond}(\hat{A}_N) = \|\hat{A}_N\|_2 \|\hat{A}_N^{-1}\|_2, \quad (1.7)
\]

where \( \|\hat{A}_N\|_2 \) denotes the spectral norm of the matrix

\[
\hat{A}_N = ((A\hat{u}_i, \hat{v}_j))_{i=1,2,...,N}^{j=1,2,...,N} = \text{diag}(s_1(A), ..., s_N(A)). \quad (1.8)
\]

Since the smallest singular value \( \sigma_N \) of a nonsingular Galerkin matrix \( A_N \) arising in the discretization process of (1.1) using a Galerkin method (cf., e.g., [11; p.68]) with \( N \)-dimensional subspaces generated by orthonormal systems \( \{u_n\}_{n=1}^\infty \) in \( X \) and \( \{v_n\}_{n=1}^\infty \) in \( Y \) is not greater than \( s_N(A) \) (cf. [22]), the growth rate of \( \hat{\kappa}_N \) for \( N \to \infty \) is minimal with respect to the growth rate of all condition numbers

\[
\kappa_N = \text{cond}(A_N) = \|A_N\|_2 \|A_N^{-1}\|_2 \quad (1.10)
\]

of such Galerkin matrices \( A_N \). For a general discussion of the condition numbers of discretized ill-posed operator equations, we refer to [18] (see also [13]).

In the recent paper [10] it was recommended to measure the ill-posedness of (1.1) with a compact operator \( A \) by an interval of ill-posedness

\[
[\mu(A), \overline{\mu}(A)] = \left[ \lim_{n \to \infty} \min_{T_n} \frac{-\ln s_n(A)}{\ln n}, \lim_{n \to \infty} \max_{T_n} \frac{-\ln s_n(A)}{\ln n} \right] \subseteq [0, \infty] \quad (1.11)
\]

evaluating by the left end and by the right end of the interval the slowest and the fastest decay rate to zero of subsequences of \( \{s_n(A)\}_{n=1}^\infty \), respectively. Namely, a single number \( \mu(A) \in [0, \infty] \) alone cannot always characterize the decay rates and associated condition number rates sufficiently complete, in particular if no conditions (1.5) and consequently (1.6) are satisfied.

For noncompact operators \( A \) singular values do not exist. The sequence

\[
s_n(A) = \sup_{T_n} \min_{x \in T_n \setminus \{0\}} \frac{\|Ax\|}{\|x\|} > 0 \quad (n = 1, 2, ... \quad (1.12)
\]

as a generalization of (1.4) is also not helpful in the noncompact case, because this sequence is constant for sufficiently large integers \( n \) and so has no decay rate. Therefore we will use stability rates motivated by the discrete least-squares method in Section 2 for comparing the stability behaviour of ill-posed problems in the compact and in the noncompact case.

In Section 3 the compact case is studied by considering a family of convolution equations in the space \( X = Y = L^2(0,1) \), whereas in Section 4 multiplication operators in the same space form an example for the noncompact case. Some discussions on condition numbers of Galerkin matrices for both cases in Section 5 complete the paper.
2. Stability and approximation of discrete least-squares

In this section we deal with *discrete least-squares solutions* of the linear operator equation (1.1), where we denote by $x \in X$ the uniquely determined solution of (1.1) for a given right-hand side $y = Ax \in Y$. The symbol $y_\delta$ designates a perturbed right-hand side with

$$
\|y - y_\delta\| \leq \delta \quad (2.1)
$$

for a noise level $\delta > 0$. Using $N$-dimensional subspaces $X_N = \text{span}(w_1, \ldots, w_N)$ as introduced in Section 1 we can consider discrete least-squares solutions $x_N$ solving the *discrepancy minimization* problem with the exact right-hand side $y$,

$$
\|Az - y\| \to \min, \quad \text{subject to } z \in X_N, \quad (2.2)
$$

and moreover elements $x_N^\delta$ solving the corresponding problem with a noisy right-hand side $y_\delta$,

$$
\|Az - y_\delta\| \to \min, \quad \text{subject to } z \in X_N. \quad (2.3)
$$

Both elements $x_N = R_Ny$ and $x_N^\delta = R_Ny_\delta$ are uniquely determined in $X_N$, since $A$ is injective. The linear discretized solution operator $R_N \in \mathcal{L}(Y, X)$ on a fixed level $N$ is bounded. For all integers $N$ we introduce the positive number

$$
\gamma_N = \gamma_N(X_N) = \left( \min_{z \in X_N \setminus \{0\}} \frac{\|Az\|}{\|z\|} \right)^{-1} = \max \{\|z\| : z \in X_N, \|Az\| = 1\}. \quad (2.4)
$$

Because of

$$
\langle AR_Ny_\delta, Az_N \rangle = \langle y_\delta, Az_N \rangle \quad \text{for all } z_N \in X_N
$$

we have $\|AR_Ny_\delta\| \leq \|y_\delta\|$ and hence $\|R_N\| \leq \gamma_N$. In the well-posed case we would have $\gamma_N \leq \|A^{-1}\| < \infty$ with $\gamma_N$ uniformly bounded by a finite constant. Reflecting the ill-posed case, however, such a constant does not exist.

**Lemma 2.1** If the linear operator equation (1.1) is ill-posed, then we have, for all orthonormal systems $\{w_n\}_{n=1}^\infty$ generating the spaces $X_N$, the limit condition

$$
\lim_{N \to \infty} \gamma_N = \infty. \quad (2.5)
$$

**Proof** Since the operator $A^{-1}$ is unbounded, we have a sequence $\{z_k\}_{k=1}^\infty \subset X$ with $\|z_k\| = 1$ for all $k$ and

$$
\frac{\|Az_k\|}{\|z_k\|} \to 0 \quad \text{as } k \to \infty. \quad (2.6)
$$

If the limit condition (2.5) was injured, then we would have a constant $\varepsilon > 0$ and a sequence of dimensions $N_i \to \infty$ as $i \to \infty$ with $\|Az\| \geq \varepsilon \|z\|$ for all $z \in X_{N_i}$.

Now for all $k$ the $N_i$-dimensional approximations $z_k^{N_i} = \sum_{k=1}^{N_i} \langle z_k, w_k \rangle w_k$ of $z_k$ satisfy $\|Az_k^{N_i}\| \geq \varepsilon \|z_k^{N_i}\|$ and with $\lim_{i \to \infty} z_k^{N_i} = z_k$ the inequality $\|Az_k\| \geq \varepsilon \|z_k\|$. This, however, contradicts the limit condition (2.6).
Now we consider the error of discrete least-squares solutions. We obtain from the triangle inequality
\[ \|x^\delta_N - x\| \leq \gamma_N \delta + \|x_N - x\|. \] (2.7)

On the one hand, the first term $\gamma_N \delta$ in (2.7) is a 'stability term' and expresses the noise influence in the solution. Here $\gamma_N$ acts as a stability factor. The greater the value $\gamma_N$ gets for fixed $N$, the more instable is the solution process of (1.1) on this discretization level. By formula (1.4) we have for all integers $N$ and $A$ compact:
\[ \gamma_N \geq (s_N(A))^{-1} \quad \text{and} \quad \gamma_N = (s_N(A))^{-1} \text{ if and only if } X_N = \hat{T}_N. \] (2.8)

On the other hand, the second term $\|x_N - x\|$ in (2.7) is an 'approximation term'. In order to get convergence
\[ x^\delta_{N(\delta)} \to x \quad \text{as} \quad \delta \to 0 \] (2.9)

two requirements should be satisfied. First $N(\delta)$ should be chosen such that
\[ \gamma_{N(\delta)} \delta \to 0 \quad \text{as} \quad \delta \to 0 \] (2.10)

and secondly we should have
\[ \lim_{N \to \infty} \|x_N - x\| = 0 \] (2.11)

for arbitrary solutions $x \in X$.

Under the assumptions stated above we find in the literature the following convergence proposition for discrete least-squares solutions ([11: Theorem 3.10], [14: Satz 4.5.6]):

**Proposition 2.2** If there exists a constant $c > 0$, independent of $N$, such that
\[ \min_{z_N \in X_N} \{\|x - z_N\| + \gamma_N \|A(x - z_N)\|\} \leq c \|x\| \quad \text{for all } x \in X, \] (2.12)

then we have a constant $\tilde{c} > 0$ with
\[ \|x - x^\delta_N\| \leq \gamma_N \delta + \tilde{c} \min_{z_N \in X_N} \|x - z_N\| \quad \text{for all } x \in X. \] (2.13)

If (2.12) is satisfied, we have convergence (2.9) for arbitrary solutions $x \in X$ of (1.1) whenever we choose $N(\delta)$ according to (2.10). Namely, by our choice of $X_N$ the term $\min_{z_N \in X_N} \|x - z_N\|$ tends to zero with $N \to \infty$ for all $x \in X$. However, this convergence is not uniform. Therefore we cannot obtain convergence rates from formula (2.13). By formula (2.12) Proposition 2.2 gives a sufficient condition for $R_N$ to be a regularizer characterized by $\|R_N A\| \leq \text{const} < \infty$ for all integers $N$ and implying the convergence condition (2.11) for all $x \in X$. Even if (2.12) is only sufficient and not necessary for the regularizing property, its discussion may help to distinguish typical situations of equation (1.1).
Theorem 2.3 The condition (2.12) of Proposition 2.2 is always satisfied if the linear operator equation (1.1) is well-posed. If (1.1) is ill-posed of type II (A compact), then (2.12) can be ensured by an appropriate choice of the orthonormal system \( \{w_n\}_{n=1}^{\infty} \) generating the finite dimensional subspaces \( X_N \). If (1.1) is ill-posed of type II (A noncompact), then (2.12) is never satisfied.

Proof In the well-posed case we have \( \gamma_N \leq \|A^{-1}\| \) and for all \( x \in X \)

\[
\min_{z_N \in X_N} \{ \|x - z_N\| + \gamma_N \|A(x - z_N)\| \} \leq \|x\| + \gamma_N \|Ax\| \leq (1 + \|A\||A^{-1}\|) \|x\|. 
\]

For ill-posed problems of type II (A compact) we can choose the orthonormal system \( \{w_n\}_{n=1}^{\infty} \) generating \( X_N \) by using the eigensystem \( \{\tilde{u}_n\}_{n=1}^{\infty} \). Then we have for all \( x \in X \)

\[
\min_{z_N \in X_N} \{ \|x - z_N\| + \gamma_N \|A(x - z_N)\| \} 
\leq \left\| \sum_{n=N+1}^{\infty} \langle x, u_n \rangle u_n \right\| + \frac{\left\| \sum_{n=N+1}^{\infty} s_n \langle x, u_n \rangle v_n \right\|}{s_N} \leq \left( 1 + \frac{s_{N+1}}{s_N} \right) \|x\| \leq 2 \|x\|. 
\]

For ill-posed problems of type I (A noncompact) a condition (2.12) is always injured. Because of Lemma 2.1 (2.12) requires a limit condition

\[
\lim_{N \to \infty} \sup_{x \in X \setminus \{0\}} \frac{\min_{z_N \in X_N} \|A(x - z_N)\|}{\|x\|} = 0. 
\]

This, however, contradicts the assertion of Corollary 1.4. Namely we can write

\[
\sup_{x \in X \setminus \{0\}} \frac{\min_{z_N \in X_N} \|A(x - z_N)\|}{\|x\|} = \sup_{x \in X \setminus \{0\}} \frac{\|(A_N - A)x\|}{\|x\|} = \|A_N - A\| \geq \varepsilon > 0, 
\]

where \( A_N \) is the linear operator with \( N \)-dimensional range which is defined for an orthogonal decomposition \( X = \tilde{X}_N \oplus \tilde{X}_N^\perp \), \( \tilde{X}_N = A^*AX_N \) as follows: For \( x = \tilde{x}_N + \tilde{x}_N^\perp \) with \( \tilde{x}_N \in \tilde{X}_N \) and \( \tilde{x}_N^\perp \in \tilde{X}_N^\perp \) we set \( A_N x = A\tilde{x}_N \).

For linear ill-posed problems (1.1) with noncompact operators \( A \), Theorem 2.3 indicates some drawback concerning the convergence of discrete least-squares solutions. At least in this sense, linear ill-posed problems of type II are ‘less’ ill-posed than ill-posed problems of type I. However, up to now it is an open question for the authors whether there exist in the case of noncompact \( A \) orthonormal systems \( \{w_n\}_{n=1}^{\infty} \) generating the finite dimensional spaces \( X_N \) such that \( R_N \) is still a regularizer. This question is related to the evaluation of the gap between sufficiency and necessity of (2.12) with respect to the limit condition (2.11).

In the paper [13], J. Lin et al. also discussed properties of discrete least-squares solutions of (1.1). As an optimal choice of \( X_N \) they considered a situation such that, for arbitrarily given \( \varepsilon > 0 \), inequalities of the form

\[
\min_{z \in X_N \setminus \{0\}} \frac{\|Az\|}{\|z\|} \geq \varepsilon \quad \text{and} \quad \sup_{z \in X_N^\perp \setminus \{0\}} \frac{\|Az\|}{\|z\|} \leq \varepsilon \quad (2.14) 
\]
can be satisfied, where $X_N^\perp$ is the infinite dimensional orthogonal complement of $X_N$. The first inequality of (2.14) is to stabilize the discrete least-squares solutions. In our setting this condition corresponds to $\gamma_N \leq 1/\varepsilon$. The second inequality of (2.14), however, is an approximation requirement. From Corollary 1.4 we can easily derive that for sufficiently small values $\varepsilon > 0$ such an inequality can never hold for ill-posed problems (1.1) of type I with noncompact operator $A$. In the compact case, (2.14) is obviously fulfilled if we choose $X_N = \tilde{T}_N = \text{span}(\tilde{u}_1, ..., \tilde{u}_N)$ and $N$ such that

$$s_{N+1}(A) \leq \varepsilon \leq s_N(A).$$

To evaluate the stability term $\gamma_N \delta$ of inequality (2.7) for compact and noncompact operators $A$ in a unified manner we compare growth rates of $\gamma_N$ for $N \to \infty$.

**Definition 2.4** Let the linear operator equation (1.1) be ill-posed. We call $\nu > 0$ a stability rate of (1.1) if we have an orthonormal system $\{w_n\}_{n=1}^{\infty}$ in $X$ generating subspaces $X_N = \text{span}(w_1, ..., w_N)$ such that, for $\gamma_N = \gamma_N(X_N)$ defined by formula (2.4),

$$\gamma_N = O(N^\nu) \quad \text{as} \quad N \to \infty. \quad (2.15)$$

If we consider a family of ill-posed problems (1.1) with a uniform stability rate $\nu > 0$, then for any such problem there is an appropriate choice of an orthonormal system $\{w_n\}_{n=1}^{\infty}$ in $X$ generating $X_N$ such that the stability term $\gamma_N \delta$ in (2.7) can be bounded by $CN^\nu \delta$ with a constant $C > 0$ independent of $N$.

Let denote by

$$A \prec B \iff \exists \hat{K} > 0 : \|Ax\| \leq \hat{K}\|Bx\| \quad \text{for all} \quad x \in X \quad (2.16)$$

a semi-ordering between injective linear operators in $\mathcal{L}(X,Y)$ with infinite dimensional range. Then by definition of $\gamma_N$ we immediately obtain:

**Proposition 2.5** Let $B \in \mathcal{L}(X,Y)$ be an injective operator with infinite dimensional range and

$$Bx = y \quad (x \in X, \ y \in Y) \quad (2.17)$$

an ill-posed linear operator equation. If $A \prec B$ and $\nu > 0$ is a stability rate of (1.1), then $\nu$ is also a stability rate of (2.17).

In the next two sections we analyze stability rates for selected classes of compact and noncompact operators $A$ more in detail.
3. Ill-posed equations with compact convolution operators

Here we consider in the spaces \( X = Y = L^2(0, 1) \) the class of linear convolution equations

\[
[Ax](s) = \int_0^s k(s-t) x(t) \, dt = y(s) \quad (0 \leq s \leq 1),
\]

(3.1)

where we assume, for the kernel \( k \) of the convolution operator \( A \),

\[
k \in L^2(0, 1) \quad \text{and} \quad \sup \{ s : k(t) = 0 \text{ a.e. in } [0,s] \} = 0.
\]

(3.2)

Hence the convolution operator \( A \in L(L^2(0, 1), L^2(0, 1)) \) from (3.1) with a kernel \( k \) satisfying (3.2) is a Hilbert-Schmidt operator and therefore compact. Moreover, it is injective due to Titchmarsh’s theorem (cf., e.g., [2: p.138]). That means, (3.1) is as an operator equation (1.1) in the space \( X = Y = L^2(0, 1) \) ill-posed of type II. Convolution equations occur in practice in problems of indirect measurements when the values \( x(t) \) of a physical quantity depending on time \( t \) cannot be measured directly, but by means of a convolution product with a measuring tool function \( k \), where for fixed \( t \) only values \( x(\tau) \) of the past \( 0 \leq \tau \leq t \) influence the convolution result. Ill-posed convolution equations, for example, we also find in the identification of memory kernels in heat conduction and viscoelasticity (cf. for general considerations L. von Wolfersdorf and J. Janno [23]).

From formula (2.8) we directly obtain the following lemma:

**Lemma 3.1** An equation (1.1), which is ill-posed of type II, possesses a stability rate \( \nu > 0 \) if and only if we have a constant \( C > 0 \) such that, for all integers \( n \),

\[
s_n(A) \geq C n^{-\nu}.
\]

(3.3)

If, on the other hand, there are constants \( \mu > 0 \) and \( \hat{C} > 0 \) such that, for all integers \( n \),

\[
s_n(A) \leq \hat{C} n^{-\mu},
\]

(3.4)

then we have \( \nu \geq \mu \) whenever \( \nu > 0 \) is a stability rate of (1.1).

By considering the interval of ill-posedness (1.11) introduced in [10] formula (3.3) yields \( \overline{\mu}(A) \leq \nu \). In the compact case the stability rate \( \nu \) in the sense of Definition 2.4 is a majorant of the right end of the interval of ill-posedness. Unfortunately, given smoothness assumptions on a Hilbert-Schmidt kernel of an integral equation, as for example in the following proposition, can only help to find inequalities (3.4) and hence conditions of the form \( \underline{\mu}(A) \geq \mu \) yielding lower bounds for the left end of interval of ill-posedness.

For Fredholm integral operators with quadratically integrable kernel we have a well-known connection between the kernel smoothness and the decay rate of the singular values which is due to S.H. Chang (cf., e.g., [4: Satz 8.5] or [22]):
Proposition 3.2 Consider with kernel $\kappa \in L^2((0,1) \times (0,1))$ the Fredholm integral equation

$$[Ax](s) = \int_0^1 \kappa(s,t) x(t) \, dt = y(s) \quad (0 \leq s \leq 1).$$

If

$$\kappa, \frac{\partial \kappa}{\partial s}, \frac{\partial^2 \kappa}{\partial s^2}, \ldots, \frac{\partial^{i-1} \kappa}{\partial s^{i-1}}$$

are continuous in $s$ for almost all $t$, and

$$\frac{\partial^i \kappa(s,t)}{\partial s^i} = \int_0^s g(\tau,t) \, d\tau + h(t),$$

where $g \in L^2((0,1) \times (0,1))$ and $h \in L^1(0,1)$, then we have for the ordered singular values of $A$

$$s_n = o \left( n^{-i-\frac{1}{2}} \right) \quad \text{as} \quad n \to \infty.$$

Provided that the kernel function $k(t) \quad (0 \leq t \leq 1)$ of the convolution equation (3.1) for some positive integer $l$ is $l-1$-times continuously differentiable on the closed interval $[0,1]$, belongs to the Sobolev space $H^l(0,1)$ possessing quadratically integrable generalized derivatives up to the $l$-th order and is ‘flat’ enough in a neighbourhood of $t = 0$, then lower bounds for the stability rate can be formulated. From Lemma 3.1 and Proposition 3.2 we immediately obtain the following corollary:

Corollary 3.3 Let $\nu > 0$ be a stability rate for the convolution equation (3.1) subject to (3.2). Then we have in any case $\nu > \frac{1}{2}$. If moreover, we have an integer $l > 0$ with

$$k \in H^l(0,1) \cap C^{l-1}[0,1] \quad \text{and} \quad k(0) = k'(0) = k''(0) = \ldots = k^{(l-1)}(0) = 0,$$  \hspace{1cm} (3.5)

then it holds $\nu > l + \frac{1}{2}$. If (3.5) is valid for arbitrarily large integers $l$, then (3.1) has no stability rate $\nu < \infty$.

Deriving stability rates $\nu > 0$, whenever they exist for a given kernel $k$ of the convolution equations (3.1), requires to estimate the fastest decay rate of a subsequence $\{s_{n_j}\}_{j=1}^\infty(A)$ of corresponding singular values. This is explicitly possible only for specific examples.

Example 3.4 If we consider the family $k(t) = t^{r-1} \quad (\frac{1}{2} < r < \infty)$ of kernels in equation (3.1), then we know from [20] that we have for the associated singular values $s_n(A) \sim n^{-r}$ as $n \to \infty$. Hence the convolution equation

$$[A_r x](s) = \int_0^s \frac{(s-t)^{r-1}}{\Gamma(r)} x(t) \, dt = y(s) \quad (0 \leq s \leq 1),$$  \hspace{1cm} (3.6)

with the fractional integral operator $A_r$ has a minimal stability rate $\nu = r$. 

Considering this example and the ‘flatness’ discussion of the function \( k(t) \) at \( t = 0 \) in the context of Corollary 3.3 one could conjecture that convolution kernels satisfying for a constant \( \tilde{C} > 0 \) and an exponent \( \frac{1}{2} < \nu < \infty \) an inequality
\[
k(t) \geq \tilde{C} t^{\nu - 1} \quad (0 \leq t \leq 1) \tag{3.7}
\]
lead to equations (3.1) with stability rates \( \nu \). Unfortunately, this is not true. We will see, however, in the next section that for the noncompact multiplication operators an assertion of similar type holds (cf. Theorem 4.4).

At the end of this section we consider for the compact operator \( A \) from (3.1) and exact right hand sides \( y = Ax \) convergence rates of Tikhonov regularization. For the minimizer
\[
x_\alpha = (A^*A + \alpha I)^{-1} A^*y
\]
of the extremal problem
\[
\|Az - y\| \to \min, \quad \text{subject to } z \in X,
\]
we have for \( 0 < \eta < 1 \) (cf. [16])
\[
\|x_\alpha - x\| = O (\alpha^\eta) \quad \text{as } \alpha \to 0 \tag{3.8}
\]
if and only if
\[
\sum_{i=n}^\infty \langle x, \hat{u}_i \rangle^2 = O \left( (s_n(A))^{4n} \right) \quad \text{as } n \to \infty. \tag{3.9}
\]
If \( \nu > 0 \) is a stability rate of (3.1), then
\[
\sum_{i=n}^\infty \langle x, \hat{u}_i \rangle^2 = O \left( n^{-4\eta\nu} \right) \quad \text{as } n \to \infty \tag{3.10}
\]
is sufficient for (3.9) and hence for the convergence rate (3.8) of Tikhonov regularization, where (3.10) is a decay condition for the Fourier components of \( x \) with respect to the eigenelements \( \hat{u}_i \) in relation to negative powers of \( n \). The strength of condition (3.10) for \( x \) obviously grows with \( \nu \). In this sense, the set of elements \( x \) ensuring a rate (3.8) is the ‘bigger’ the smaller the value \( \nu \) can be verified. Note that a condition (3.10) and consequently a rate condition (3.8) is not automatically satisfied if the solution element \( x \) is smooth enough, for example if \( x \in L^\infty(0,1) \) or if \( x \in C^\infty(0,1) \).
4. Ill-posed equations with multiplication operators

In this section we consider in the spaces $X = Y = L^2(0,1)$ the class of equations

$$[Ax](s) = \varphi(s) \cdot x(s) = y(s) \quad (0 \leq s \leq 1),$$

(4.1)

with a multiplication operator $A$ (see also [6]) generated by a real multiplier function $\varphi$, where we assume

$$\varphi \in L^\infty(0,1), \quad \varphi(s) \geq 0 \quad (0 \leq s \leq 1) \quad \text{ and } \quad \text{meas}\{s : \varphi(s) = 0\} = 0.$$  

(4.2)

The operator $A \in L \left( L^2(0,1), L^2(0,1) \right)$ from (4.1) subject to (4.2) is a self-adjoint injective bounded linear operator. Furthermore, let vanish the essential infimum of $\varphi$, i.e.,

$$\text{essinf}_{s \in [0,1]} \varphi(s) = 0.$$  

(4.3)

In view of the following proposition, equation (4.1) subject to (4.2) and (4.3) is for $X = Y = L^2(0,1)$ an operator equation (1.1) ill-posed of type I.

**Proposition 4.1** The multiplication operator $A \in L \left( L^2(0,1), L^2(0,1) \right)$ defined in (4.1) with a multiplier function $\varphi$ satisfying (4.2) is not compact. Moreover, we have a nonclosed range $R(A) \neq \overline{R(A)}$ if and only if condition (4.3) is fulfilled.

**Proof** Following [17] the spectrum of the linear multiplication operator $A$ coincides with the essential range of the real function $\varphi \in L^\infty(0,1)$. This essential range is the set-theoretical complement (with respect to $\mathbb{R}$) of the union of all open sets $G \subset \mathbb{R}$ with $\text{meas}(\varphi^{-1}(G)) = 0$. Now, no real value $\lambda$ of the spectrum of $A$ can be an eigenvalue with finite multiplicity. Namely, $\lambda$ can only be an eigenvalue at all, if the pre-image $\varphi^{-1}(\{\lambda\})$ has a positive measure. However, on this set the function $\varphi(s) - \lambda$ vanishes and we can find an infinite orthogonal system of functions with support in this set forming the eigenfunctions according to the eigenvalue $\lambda$. If a linear operator is compact, then it has a discrete spectrum and all non-zero eigenvalues have finite multiplicity. Therefore, a compact multiplication operator could only have 0 in its spectrum and so in its essential range. Consequently, $\varphi$ has to vanish almost everywhere. This however contradicts (4.2). If and only if (4.3) is satisfied, the value 0 belongs to the (continuous) spectrum of the multiplication operator $A$. Then the inverse operator $A^{-1}$ is not bounded and the range $R(A)$ is not closed if and only if we have (4.3). □

Multiplication operators occur, for example, as Fréchet derivatives of Nemytski operators. On the other hand, Nemytski operators play an important role as the nonlinear part in the decomposition of Hammerstein equations into an ill-posed linear Fredholm integral equation as the outer equation and a nonlinear inner equation of Nemytski-type.

The ‘strength’ of ill-posedness for such multiplication operators is essentially characterized by the behaviour of the increasing rearrangement $\tilde{\varphi}$ of $\varphi$ in a neighbourhood of $s = 0$. For $\varphi \in L^\infty(0,1)$ we define the increasing rearrangement

$$\tilde{\varphi}(s) = \sup \{t : d_\varphi(t) \leq s\} \quad (0 \leq s \leq 1),$$

a nondecreasing and right-continuous function, by using the distribution function

$$d_\varphi(t) = \text{meas} \{s \in [0,1] : 0 \leq \varphi(s) \leq t\}.$$  

Note that (4.3) is equivalent to $\tilde{\varphi}(0) = 0$. From (4.2), however, we find $\tilde{\varphi}(s) > 0$ for $s > 0$. 


Definition 4.2 We call $\tilde{\nu} > 0$ an ill-posedness rate of equation (4.1) if we have a constant $K > 0$ such that

$$\tilde{\varphi}(s) \geq K s^{\tilde{\nu}} \quad (0 \leq s \leq 1). \quad (4.4)$$

As we will see for the multiplication operators under consideration there are close connections between the ill-posedness rate $\tilde{\nu}$ and the stability rate $\nu$ of Definition 2.4. First the following theorem indicates an analogous behaviour of $\tilde{\nu}$ and $\nu$ with respect to the semi-ordering (2.16).

Theorem 4.3 Let $A_1$ and $A_2$ satisfying $A_1 \prec A_2$ according to the semi-ordering (2.16) denote two multiplication operators with the multiplier functions $\varphi_1$ and $\varphi_2$, respectively, subject to (4.2) and (4.3). If $\tilde{\nu} > 0$ is an ill-posedness rate corresponding to $A_1$, then this value $\tilde{\nu}$ is also an ill-posedness rate corresponding to $A_2$.

Proof For $A_1 \prec A_2$ we have a constant $\hat{K} > 0$ such that $\|\varphi_1 \cdot x\|_{L^2(0,1)} \leq \hat{K} \|\varphi_2 \cdot x\|_{L^2(0,1)}$ for all $x \in L^2(0,1)$.

From this we get $\varphi_1(s) \leq \hat{K} \varphi_2(s)$ for almost all $s \in [0,1]$. Otherwise there would exist a set $\Omega \subset [0,1]$ with $\operatorname{meas}(\Omega) > 0$ and $\varphi_1(s) > \hat{K} \varphi_2(s)$ for $s \in \Omega$. Then the characteristic function $\chi_\Omega \in L^2(0,1)$ with

$$\chi_\Omega(s) = \begin{cases} 1 & \text{for } s \in \Omega \\ 0 & \text{for } s \not\in \Omega \end{cases}$$

would fulfill the inequality $\|\varphi_1 \cdot \chi_\Omega\|_{L^2(0,1)} > \hat{K} \|\varphi_2 \cdot \chi_\Omega\|_{L^2(0,1)}$.

This, however, contradicts the above assumption. Now we have

$$d_{\varphi_2}(t) = \operatorname{meas}\{s : \varphi_2(s) \in [0,t]\} \leq \operatorname{meas}\{s : \hat{K}^{-1} \varphi_1(s) \in [0,t]\} = d_{\varphi_1}(t)$$

and consequently $\tilde{\varphi}_1(s) \leq \hat{K} \tilde{\varphi}_2(s)$ for all $s \in [0,1]$. From $\tilde{\varphi}_1(s) \geq K_1 s^{\tilde{\nu}}$ ($0 \leq s \leq 1$) with a constant $K_1 > 0$ we finally derive

$$\tilde{\varphi}_2(s) \geq \hat{K}^{-1} \tilde{\varphi}_1(s) \geq \hat{K}^{-1} K_1 s^{\tilde{\nu}}.$$ 

This completes the proof. \(\blacksquare\)

A second connection between $\tilde{\nu}$ and $\nu$ is indicated by the following theorem.

Theorem 4.4 Provided that we have for positive constants $\nu$ and $K$

$$\varphi(s) \geq K s^{\nu} \quad (0 \leq s \leq 1), \quad (4.5)$$

the equation (4.1) possesses a stability rate $\nu$. 
Proof We generate the finite dimensional spaces $X_N$ by the Haar wavelet base as the orthonormal system $\{w_n\}_{n=1}^{\infty}$. This base is given by the scaling function

$$\theta \equiv 1$$

and all functions

$$\psi_{ml}(s) = 2^m \psi(2^m s - l) \quad (m = 0, 1, \ldots; l = 0, \ldots, 2^m - 1),$$

where $\psi$ is the Haar mother wavelet

$$\psi = \chi[0, \frac{1}{2}] - \chi[\frac{1}{2}, 1].$$

So we can numerate

$$w_1 = \theta$$

and

$$w_{2^m + l + 1} = \psi_{ml} \quad (m = 0, 1, \ldots; l = 0, \ldots, 2^m - 1).$$

For $N := 2^m + l + 1$ any function $z$ in $X_N$ can be expressed by

$$z = \sum_{i=1}^{2l+2} c_i \chi\left[\frac{i-1}{2^m+1}, \frac{i}{2^m+1}\right] + \sum_{i=2l+3}^{N} c_i \chi\left[\frac{i-l-2}{2^m}, \frac{i-l-1}{2^m}\right],$$

where the second sum vanishes when we have $l = 2^m - 1$. Now from (4.5) we obtain for the $\gamma_N$:

$$\gamma_N^{-2} \geq K^2 \min_{\{c_1, \ldots, c_N\}} \left( \int_0^{\frac{1}{2^m+1}} c_1^2 s^{2\nu} ds + \ldots + \int_{\frac{2l+1}{2^m+1}}^{\frac{l+1}{2^m}} c_{2l+2}^2 s^{2\nu} ds 
+ \int_{\frac{l+1}{2^m}}^{\frac{l+2}{2^m}} c_{2l+3}^2 s^{2\nu} ds + \ldots + \int_{\frac{1}{2^m}}^{\frac{1}{2^m+1}} c_N^2 s^{2\nu} ds \right)
/ \left( \frac{1}{2^{m+1}} (c_1^2 + \ldots + c_{2l+2}^2) + \frac{1}{2^m} (c_{2l+3}^2 + \ldots + c_N^2) \right).$$

It can easily be seen that the minimum is attained whenever the constants $c_2, \ldots, c_N$ are zero and $c_1$ is arbitrarily chosen. Then it follows

$$\gamma_N \leq \frac{\sqrt{2\nu + 1} \left(2^{m+1}\right)^{\nu}}{K}.$$  

For $2^m < N \leq 2^{m+1}$ we have

$$\gamma_N \leq \tilde{K} N^\nu$$

with a fixed constant $\tilde{K} > 0$, i.e. we have found an orthonormal system, for which the $\gamma_N$ grow maximally as the rate of ill-posedness.
Now we consider also for multiplication operators in the case of exact right-hand sides \( y = Ax \) Tikhonov regularized solutions

\[
x_\alpha(s) = \frac{\varphi(s)}{\varphi^2(s) + \alpha} y(s) \quad \text{a.e. in } [0, 1]
\]

and their convergence rates (3.8) for \( 0 < \eta < 1 \). Then in contrast to the case of a compact operator \( A \) (see formula (3.10)) under the smoothness assumption \( x \in L^\infty(0, 1) \) we have a uniform convergence rate depending on the given ill-posedness rate \( \tilde{\nu} > \frac{1}{4} \).

**Theorem 4.5** Let \( \tilde{\nu} > \frac{1}{4} \) be an ill-posedness rate of equation (4.1). Then we have for all \( x \in L^\infty(0, 1) \)

\[
\|x_\alpha - x\| = O \left( \alpha^{\frac{\tilde{\nu}}{2}} \right) \quad \text{as } \alpha \to 0.
\]

**Proof** To prove this theorem we apply the following equivalence of Neubauer (cf. [16]) for \( 0 < \eta < 1 \):

\[
\|x_\alpha - x\| = O (\alpha^\eta) \iff \int_0^\mu d\|E_\lambda x\|^2 = O (\mu^{2\eta}).
\]

Here \( E_\lambda \) is the spectral family of the operator \( A^*A \), i.e. in our case

\[
[E_\lambda(x)](s) = \begin{cases}
  x(s), & \varphi^2(t) \leq \lambda \\
  0, & \varphi^2(s) > \lambda.
\end{cases}
\]

Now with (4.4) we can estimate:

\[
\int_0^\mu d\|E_\lambda x\|^2 = \int_0^\mu d(E_\lambda x, x) = \int_0^\mu d \int x^2(s) ds = \int \int x^2(s) ds \quad \{s : \varphi^2(s) \leq \lambda\} \quad \{s : \varphi^2(s) \leq \mu\}
\]

\[
\leq \int \int dt \cdot \|x\|^2_{L^\infty(0, 1)} = d_\varphi(\sqrt{\mu})\|x\|^2_{L^\infty(0, 1)} = d_\varphi(\sqrt{\mu})\|x\|^2_{L^\infty(0, 1)} \leq \tilde{K} \mu^{\frac{\tilde{\nu}}{2}}.
\]

This yields the formula (4.6) \( \blacksquare \)

Note that the assertion of Theorem 4.5 is not valid for \( \tilde{\nu} = \frac{1}{4} \) as the following example shows.

**Example 4.6** Consider the multiplication operator \( A \) from (4.1) with multiplier function

\[
\varphi(s) = s^{1/4}.
\]

Evidently, we have \( \tilde{\nu} = \frac{1}{4} \). Then (4.6) cannot hold for \( \varphi \) from (4.7) and a solution \( x(s) = 1 \) \( (0 \leq s \leq 1) \). Namely,

\[
\|x_\alpha - x\|^2 = \int_0^1 \frac{\alpha^2}{(\sqrt{s} + \alpha)^2} ds = O (\alpha^2) \quad \text{as } \alpha \to 0
\]

would contradict the limit condition

\[
\lim_{\alpha \to 0} \int_0^1 \frac{1}{(\sqrt{s} + \alpha)^2} ds = \lim_{\alpha \to 0} \left( -\frac{2}{\alpha + 1} + 2 \ln \left( 1 + \frac{1}{\alpha} \right) \right) = \infty.
\]
5. Case studies on condition numbers

If we reinterpret the remarks on condition numbers $\hat{\kappa}_N$ (see formula (1.7)) of Galerkin matrices $\hat{A}_N$ in Section 1 with respect to stability rates in the case of compact operators $A$, we find close connections between the growth rates (1.6) and (2.15). In this section we first illustrate these remarks on condition numbers by some computational results. We consider the family (3.6) of fractional integral operators $A_r$ with kernels $k(t) = C t^{r-1}$ and singular values $(s_N(A_r))^{-1} \sim N^r$. Instead of using Galerkin matrices we discretize the operator $A_r$ by the lower triangular Toeplitz matrices

and compute condition numbers

$$\tilde{\kappa}_N = \text{cond}(\tilde{A}_N) = \|\tilde{A}_N\|_2 \|\tilde{A}_N^{-1}\|_2$$

using MATLAB routines. By setting $N_j = 2^j$ ($j = 1, 2, ...$) and

$$\tilde{\kappa}_N \approx \tilde{C} N^\tilde{\nu}$$

(5.1)

the exponent $\tilde{\nu}$ was fitted by observing the values

$$\tilde{\nu}_j = \frac{\ln \tilde{\kappa}_{N_{j+1}} - \ln \tilde{\kappa}_{N_j}}{\ln 2} \quad (j = 1, 2, ...).$$

Table 1 shows the values $\tilde{\nu}_j$ for $j = 1, 2, ..., 8$ and a sample of indices $r$. In particular for larger $j$ (e.g., $j = 7$ and $j = 8$) we get an impression of the realistic exponent $\tilde{\nu}$ in (5.1). For the sufficiently small stability rates $\frac{1}{2} \leq r < 2$ (situations a) – e) in Table 1), we can conclude that an equation $\tilde{\nu} = r$ is realistic. If the index $r$ approaches to 2 from below, then we have a rather sharp jump of magnitude 1 with respect to the observed exponent $\tilde{\nu}$ ($\tilde{\nu} \approx 2$ for $r = 1.9$ and $\tilde{\nu} \approx 3$ for $r = 2$.) This is an interesting phenomenon which we cannot interpret in detail. For larger values $r > 2$ it became clear that a reliable computation of condition numbers using MATLAB failed the more $r$ and $j$ were growing. The situation h) in Table 1 with $r = 2.1$ confirms for small $j$ the growth of $\tilde{\nu}_j$ as $r$ grows. However, larger values $j$ lead to unacceptable results. The results of $r = 3$ and $r = 4$ were completely unstable and useless. This seems to be due to the fact mentioned by J.W. Demmel [3] that computing a condition number of a problem is approximately as hard as computing the solution of the problem itself.
Table 1: Condition number rates for fractional integral operators

In the second part of this section we want to demonstrate some comparable results for the noncompact multiplication operators to show that noncompact operators are not always ‘less’ ill-posed in general with respect to growth rates of condition numbers. We consider Galerkin-Ritz schemes as a concretization of the ansatz (1.9) with $X = Y = L^2(0,1)$ and orthonormal systems

$$\{u_n\}_{n=1}^{\infty} = \{v_n\}_{n=1}^{\infty} = \{w_n\}_{n=1}^{\infty} \subset L^2(0,1)$$

for this case. Using the $N$–dimensional space $X_N = \text{span}(w_1, \ldots, w_N)$ we obtain Galerkin
matrices
\[ A_N = \left( a_{ij} \right)_{i,j=1,2,\ldots,N} = \left( \int_0^1 \varphi(s) w_j(s) w_i(s) \, ds \right)_{i,j=1,2,\ldots,N} \]
for the operator of multiplication with the multiplier function \( \varphi \in L_\infty(0,1) \).

First we consider for \( \{ w_n \}_{n=1}^\infty \) the Haar wavelet base introduced in the previous section. The arising Galerkin matrices \( A_N \) are sparse due to the small support of the functions \( \psi_{ml} \). Comparative numerical computations indicate that the non-diagonal entries do not essentially influence the decay rate of the singular values of such matrices. So it seems to be realistic to have a look at the corresponding diagonal matrices for which the singular values coincide with the diagonal entries of the Galerkin matrices for omitted non-diagonal entries. Now we assume for positive constants \( \tilde{\nu} \) and \( K \) that the multiplier function satisfies the equation
\[ \varphi(s) = K s^\tilde{\nu} \quad (0 \leq s \leq 1). \] (5.2)

Then for \( n = 2^m + l + 1 \) the diagonal entries \( a_{nn} \) of \( A_N \) can be written as follows:
\[ a_{nn} = \int_0^1 \varphi(s) u_n^2(s) \, ds = \int_0^1 K s^\tilde{\nu} u_n^2(s) \, ds = \int_0^1 K s^\tilde{\nu} u_{2^m+l+1}(s) \, ds = K \int_0^1 s^\tilde{\nu} \psi_{ml}(s) \, ds = K \int_{\frac{1}{2^m}}^{\frac{1}{2^{m+l}}} s^\tilde{\nu} \cdot 2^m \, ds = \frac{K}{(\tilde{\nu}+1)2^{m\tilde{\nu}}} ((l+1)^{\tilde{\nu}+1} - l^{\tilde{\nu}+1}). \]

For a fixed \( N = 2^{mN} + l_N + 1 \) it can be found out that the smallest singular value \( \sigma_N = \frac{K}{(\tilde{\nu}+1)2^{m\tilde{\nu}}} \) of \( A_N \) occurs as the diagonal entry \( a_{nn} \) with \( m = m_N \) and \( l = 0 \), whereas the largest singular value \( \sigma_1 \) can be estimated above by
\[ \sigma_1 \leq \frac{K}{(\tilde{\nu}+1)2^{mN\tilde{\nu}}} \left( (2^{mN})^{\tilde{\nu}+1} - (2^{mN} - 1)^{\tilde{\nu}+1} \right). \]

This implies for the condition number
\[ \kappa_N = \frac{\sigma_1}{\sigma_N} \leq \left( (2^{mN})^{\tilde{\nu}+1} - (2^{mN} - 1)^{\tilde{\nu}+1} \right) \leq (\tilde{\nu}+1)2^{mN\tilde{\nu}}, \]

since we have \( 0 < \frac{a^{\tilde{\nu}+1} - (a-1)^{\tilde{\nu}+1}}{a^\tilde{\nu}} < \tilde{\nu} + 1 \) for all values \( 1 < a < \infty \). With respect to \( 2^{mN} < N \leq 2^{mN+1} \) we derive that
\[ \kappa_N \leq (\tilde{\nu}+1) N^{\tilde{\nu}}. \]

For another example we consider
\[ \varphi(s) = s \quad (0 \leq s \leq 1) \] (5.3)
and use a set of weighted orthogonal polynomials. Let \( U_n(s) \) denote the Chebyshev polynomials of the second kind. Then the sequence
\[ \left\{ \sqrt{\frac{2}{\pi}} \sqrt{1 - s^2} U_n(s) \right\}_{n=1}^\infty \]
forms a orthonormal system in $L^2(-1, 1)$. If we transform this sequence to the interval $(0, 1)$, we obtain the orthonormal system

$$\{w_n\}_{n=1}^\infty = \left\{ \sqrt{\frac{8}{\pi}} \sqrt{s - s^2} U_n(2s - 1) \right\}_{n=1}^\infty$$

in $L^2(0, 1)$. Here the entries $a_{ij}$ of Galerkin matrix $A_N$ are expressed by the formula

$$a_{ij} = \int_0^1 s \frac{8}{\pi} \sqrt{s - s^2} U_i(2s - 1) U_j(2s - 1) \, ds = \begin{cases} \frac{1}{4}, & i = j \\ \frac{1}{16}, & |i - j| = 1 \\ 0, & \text{else.} \end{cases}$$

It can be verified that the singular values of $A_N$ have the form

$$\sigma_n = \sin^2 \left( \frac{(N - n + 1)\pi}{2(N + 1)} \right) \quad (n = 1, \ldots, N).$$

So the condition number $\kappa_N$ is given by

$$\kappa_N = \frac{\sin^2 \left( \frac{N\pi}{2(N + 1)} \right)}{\sin^2 \left( \frac{\pi}{2(N + 1)} \right)} \sim N^2 \quad \text{as} \quad N \to \infty.$$

In such a case the condition numbers grow for $N \to \infty$ faster to infinity than the ill-posedness rate indicates. Comparable investigations concerning other functions $\varphi$ show similar results for the same orthonormal system.

The last example has indicated that for multiplication operators the condition number growth of Galerkin matrices may be worse than $\kappa_N \sim N^\nu$ for $\varphi$ satisfying (4.5) if we choose an inappropriate system of orthonormal functions $\{w_n\}_{n=1}^\infty$. On the other hand, from our considerations one can derive that at least for the Haar base $\{w_n\}_{n=1}^\infty$ the growth rate of the condition numbers $\kappa_N$ is bounded by the ill-posedness rate $\tilde{\nu}$ of equation (4.1).
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