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The aim of this work is to present several new results concerning duality in scalar convex optimization, the formulation of sequential optimality conditions and some applications of the duality to the theory of maximal monotone operators.

After recalling some properties of the classical generalized interiority notions which exist in the literature, we give some properties of the quasi interior and quasi-relative interior, respectively. By means of these notions we introduce several generalized interior-point regularity conditions which guarantee Fenchel duality. By using an approach due to Magnanti, we derive corresponding regularity conditions expressed via the quasi interior and quasi-relative interior which ensure Lagrange duality. These conditions have the advantage to be applicable in situations when other classical regularity conditions fail. Moreover, we notice that several duality results given in the literature on this topic have either superfluous or contradictory assumptions, the investigations we make offering in this sense an alternative.

Necessary and sufficient sequential optimality conditions for a general convex optimization problem are established via perturbation theory. These results are applicable even in the absence of regularity conditions. In particular, we show that several results from the literature dealing with sequential optimality conditions are rediscovered and even improved.

The second part of the thesis is devoted to applications of the duality theory to enlargements of maximal monotone operators in Banach spaces. After establishing a necessary and sufficient condition for a bivariate infimal convolution formula, by employing it we equivalently characterize the $\varepsilon$-enlargement of the sum of two maximal monotone operators. We generalize in this way a classical result concerning the formula for the $\varepsilon$-subdifferential of the sum of two proper, convex and lower semicontinuous functions. A characterization of fully enlargeable monotone operators is also provided, offering an answer to an open problem stated in the literature. Further, we give a regularity condition for the weak*-closedness of the sum of the images of enlargements of two maximal monotone operators.

The last part of this work deals with enlargements of positive sets in SSD spaces. It is shown that many results from the literature concerning enlargements of maximal monotone operators can be generalized to the setting of Banach SSD spaces.
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Chapter 1

Introduction

The simplex method published by Dantzig in 1947 and the duality theorem (explicitly given for the first time in 1951 by Gale, Kuhn and Tucker [64]) have proved to be important steps in linear optimization, due to their robustness and efficiency for solving various problems appearing in operations research, business, economics and engineering.

Soon it was realized that in practice often one has to deal with optimization problems with the function which has to be minimized (or maximized) being convex, and not necessarily linear. This fact along with the increasing interest of mathematicians in the calculus of variations motivated an intensive study of convex sets and convex functions. We mention here the pioneering works of Fenchel [62], Brøndsted [38], Moreau [102,103] and Rockafellar [118,119], which are the cornerstones of the convex analysis, including investigations on the theory of convex functions, conjugate functions and duality in convex optimization. For a comprehensive study of convex analysis in finite-dimensional spaces we refer to the monographs of Borwein and Lewis [15], Hiriart-Urruty and Lemaréchal [73–75] and Rockafellar [120], while for the infinite-dimensional case we mention the works due to Ekeland and Temam [60] and Zălinescu [147] (see also [121]).

To a primal convex optimization problem one can associate, by means of conjugate functions, a dual optimization problem, for which weak duality holds, that is the optimal objective value of the dual is less than or equal to the optimal objective value of the primal problem. Let us mention that the two duality approaches with the greatest resonance in the literature are the so-called Fenchel and Lagrange duality, respectively. Actually, the duality approach based on conjugate functions can be studied from a more general point of view, by means of the perturbation theory (we refer to [60,147] for more on this approach). An important challenge in duality theory is to find conditions which ensure strong duality, namely the case when the optimal objective values of the two problems are equal and the dual has an optimal solution. This issue was solved by introducing several so-called regularity conditions guaranteeing strong duality.

Let us mention that several results from the theory of conjugate duality have been successfully applied in mathematical economics, optimal control, mechanics, numerical analysis, variational analysis, support vector machines and the list can be continued.

The present work has been developed towards two main directions. In the first part we introduce by means of generalized interiority notions some new regularity conditions guaranteeing Fenchel and Lagrange duality. These conditions are useful to overcome the situation when the classical regularity conditions given in the literature fail. Moreover, establishing regularity conditions guaranteeing strong duality is important in order to be able to derive necessary and sufficient optimality condi-
tions. On the other hand, we show that a sequential form of optimality conditions for different classes of optimization problems can be provided even in the absence of any regularity condition.

The second part of the thesis is dedicated to applications of the duality theory to enlargements of monotone operators. Since 2001, when the Fitzpatrick function associated to a maximal monotone operator was rediscovered, conjugate duality plays a significant role in the theory of maximal monotone operators, offering in many situations the possibility to reduce questions on monotone operators to questions on convex functions. We underline this connection by several applications of the duality theory to enlargements of maximal monotone operators in Banach spaces.

1.1 A description of the contents

In the following we give a description of the contents of this thesis, underlining its most important results. In the last part of the introduction we include a section with preliminary notions and results which makes this manuscript self-contained.

The second chapter is devoted to the study of strong duality results in infinite-dimensional scalar convex optimization. In the first section we revisit some properties of several generalized interiority notions from the literature, like the algebraic interior, relative algebraic interior and strong quasi-relative interior. Then we focus our attention on the notions of quasi interior and quasi-relative interior, the later being introduced by Borwein and Lewis (cf. [14]). The main tool which is often used in deriving strong duality results in convex optimization is the existence of separation theorems. This in the reason why a special attention is paid to establishing useful separation theorems by means of the quasi interior and quasi-relative interior of convex sets. The next section deals with Fenchel duality. After recalling the classical generalized interior-point regularity conditions given in the literature in order to overcome the duality gap between a primal (Fenchel-type) convex optimization problem and its Fenchel dual, we introduce some new ones expressed with the help of the notions of quasi interior and quasi-relative interior, respectively. These conditions turn out to be sufficient for strong duality. A very interesting approach due to Magnanti (cf. [91]) offers a link between Fenchel duality and Lagrange duality. This is presented in the last section of the second chapter and we derive in this way corresponding strong duality results between the primal optimization problem with geometric and cone constraints and its Lagrange dual problem. The strong duality results introduced by means of the quasi interior and quasi-relative interior offer an alternative for the situation when the classical strong duality results from the literature cannot be applied. Several examples illustrate the usefulness of these new duality statements. We conclude the chapter with a comment on different strong duality theorems given in the literature that employ the quasi-relative interior, which turn out to have either superfluous, or contradictory assumptions. The investigations we make are useful to overcome this drawback.

In the first section of the third chapter we derive necessary and sufficient sequential optimality conditions for the general optimization problem

\[
(P_\Phi) \inf_{x \in X} \Phi(x, 0),
\]

where \(\Phi : X \times Y \to \mathbb{R}\) is a proper, convex and lower semicontinuous function such that \(0 \in \text{pr}_Y(\text{dom } \Phi)\) and \(X, Y\) are Banach spaces with \(X\) being reflexive. These sequential characterizations of optimal solutions have the advantage to be applicable even in the case when no regularity condition is fulfilled. In the last three sections of this chapter we particularize the general results, rediscovering, and in many situations, even improving some sequential optimality conditions given in the literature.
1.1 A DESCRIPTION OF THE CONTENTS

For a particular choice of the function $\Phi$ we derive in Section 3.2 sequential optimality conditions for the optimization problem with the objective function being the sum of a proper, convex and lower semicontinuous function with the composition of another proper, convex and lower semicontinuous function with a continuous linear operator. The sequential generalizations of the Pshenichnyi-Rockafellar Lemma given by Jeyakumar and Wu in [84, Theorem 3.3 and Corollary 3.5]) follow as particular cases of the general theory. For an appropriate choice of the function $\Phi$ we give in Section 3.3 qualification free necessary and sufficient sequential optimality conditions for the optimization problem with geometric and cone constraints, improving a result given by Thibault in [136, Theorem 4.1]). In the last section of this chapter we provide different sequential optimality conditions for composed convex optimization problems. We show that also in this case some sequential characterizations of subgradients given by Thibault in [136] follow as particular cases of the general theory developed in Section 3.1.

In the fourth chapter of the thesis we present some applications of conjugate duality to enlargements of maximal monotone operators in Banach spaces. In Section 4.1 we introduce a closedness-type regularity condition which turns out to be necessary and sufficient in order to have a so-called bivariate infimal convolution formula. In the next section we revisit the most important notions and results concerning monotone operators and their enlargements, including the properties of the so-called Fitzpatrick function, which establishes the connection between different elements of convex analysis and the theory of monotone operators. By using the conditions given for the bivariate infimal convolution formula, we equivalently characterize in Section 4.3 the $\epsilon$-enlargement of the sum of two maximal monotone operators. We extend by this approach a classical result regarding an equivalent characterization of the $\epsilon$-subdifferential of the sum of two proper, convex and lower semicontinuous functions. Burachik and Iusem posed in [42] an open problem concerning the characterization of the maximal monotone operators $S : X \rightrightarrows X^*$ (X is a Banach space) which are fully enlargeable by $S^{se}$, the smallest element belonging to a special family of enlargements associated to $S$. An answer to this problem is provided in Section 4.4. In the last section of this chapter we introduce a weak regularity condition which guarantees the weak $^\ast$-closedness of the sum of two convex and weak $^\ast$-closed sets, which are actually sublevel sets of some functions with certain properties. In case $X$ is a reflexive Banach space, or $X$ is Banach and $S,T$ are of Gossez type ($D$), we improve in this way a result given by García, Lassonde and Revalski in [65, Theorem 3.7 (1)].

In the last chapter we study the theory of enlargements of monotone operators from a more abstract, though systematic way. Stephen Simons introduced in [127] the notion of positive set with respect to a quadratic form $q$ defined on a so-called symmetrically self-dual Banach space (Banach SSD space), as an extension of the notion of a monotone set in Banach spaces. Let us notice that the term Simons space is already used in the community when referring to the notion of Banach SSD space (see [22,108]). A number of known results coming from the theory of monotone operators has been successfully generalized to this framework. In analogy to the enlargement of a monotone operator we introduce and study the notion of enlargement of a positive set in SSD spaces. In Section 5.1 we investigate the algebraic properties of this notion, like convexity, transportation formula, etc. We also associate to a positive set $A$ a family of enlargements $\mathcal{E}(A)$ for which we provide, in case $A$ is a maximally $q$-positive set, the smallest and the biggest element with respect to the partial ordering inclusion relation of the graphs. In Section 5.2 we give some topological properties of enlargements of positive sets in the framework of Banach.
SSD spaces. For $E_c(A)$, the subfamily of $E(A)$ containing the enlargements of $A$ having a closed graph, we point out, in case $A$ is maximally $q$-positive, the smallest and the biggest element with respect to the partial ordering inclusion relation of the graphs. A one-to-one correspondence is established between this subfamily and $H(A)$, the set of so-called representative functions of $A$. We also show that the smallest and the biggest elements of $H(A)$ are nothing else than two functions considered by Simons in [129]. We close the chapter by giving a characterization of the additive enlargements in $E_c(A)$, in case $A$ is a maximally $q$-positive set, which turns out to be helpful when showing the existence of enlargements having this property. In this way we extend to (Banach) SSD spaces several results given by Burachik and Svaiter in [48, 49, 132] for enlargements of maximal monotone operators.

1.2 Preliminary notions and results

For the functional analysis tools considered in this work we refer to the monographs of Fabian et al. [61], Holmes [76] and Rudin [125]. We emphasize that all the vector spaces mentioned in this work are considered over the real field.

Throughout this thesis we denote by $\mathbb{N}$ the set of positive integers $\{1,2,\ldots\}$, $\mathbb{Z}$ the set of integer numbers, $\mathbb{R}$ the set of real numbers and $\mathbb{R}_+$ the set of non-negative real numbers. Let us mention that we denote by $\mathbb{R}$ the usual topology on $\mathbb{R}$. We consider also $\mathbb{R} = \mathbb{R} \cup \{\pm \infty\}$ the extended real line. By $\mathbb{R}^n$ ($n \in \mathbb{N}$) we denote the $n$-dimensional space and by $\mathbb{R}^n_+$ the non-negative orthant of $\mathbb{R}^n$, that is $\mathbb{R}^n_+ = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_i \geq 0 \forall i = 1, \ldots, n\}$. We identify $\mathbb{R}^1$ with $\mathbb{R}$ and similarly $\mathbb{R}^n_+$ with $\mathbb{R}_+^n$.

Consider $X$ a separated locally convex space and $X^*$ its topological dual space. We denote by $w(X,X^*)$ ($w(X^*,X)$) the weak topology on $X$ induced by $X^*$ (the weak* topology on $X^*$ induced by $X$). When there is no danger of confusion, the notation $w$ ($w^*$) is used. For a non-empty set $U \subseteq X$, we denote by $\text{co}(U), \text{cone}(U), \text{coneco}(U), \text{aff}(U), \text{lin}(U), \text{int}(U), \text{ri}(U), \text{cl}(U)$, its convex hull, conic hull, convex conic hull, affine hull, linear hull, interior, relative interior, and closure, respectively. We have $\text{cone}(U) = \bigcup_{t \geq 0} tU$ and if $0 \in U$ then obviously $\text{cone}(U) = \bigcup_{t \geq 0} tU$. The set $\text{ri}(U)$ is the interior of $U$ relative to $\text{cl}(\text{aff}(U))$. In finite-dimensional spaces, $\text{ri}(U)$ is the classical relative interior, that is the interior of $U$ relative to $\text{aff}(U)$. Let us consider $V \subseteq X$ another non-empty set. By $U + V$ we denote the usual Minkowski sum of the sets $U, V \subseteq X$, that is $U + V = \{u + v : u \in U, v \in V\}$, while for $\alpha \in \mathbb{R}$, $\alpha U = \{\alpha x : x \in U\}$. By convention we take $U + \emptyset = \emptyset + U = \emptyset + \emptyset = \emptyset$. The following property will be used several times in Chapter 2: if $U$ is convex then

$$\text{coneco}(U \cup \{0\}) = \text{cone}(U).$$

(1.1)

We denote by $\langle x^*, x \rangle$ the value of the continuous linear functional $x^* \in X^*$ at $x \in X$. Consider the identity function on $X$, $\text{id}_X : X \to X, \text{id}_X(x) = x$ for all $x \in X$. For a function $f : U \times V \to \mathbb{K}$ we denote by $f^\top$ the transpose of $f$, namely the function $f^\top : V \times U \to \mathbb{K}, f^\top(v,u) = f(u,v)$ for all $(v,u) \in V \times U$. Let us mention also the projection operator $\text{pr}_U : U \times V \to U$, $\text{pr}_U(u,v) = u$ for all $(u,v) \in U \times V$. The indicator function of $U$, denoted by $\delta_U$, is defined as $\delta_U : X \to \mathbb{K}$,

$$\delta_U(x) = \begin{cases} 0, & \text{if } x \in U, \\ +\infty, & \text{otherwise.} \end{cases}$$

The support function of $U$, $\sigma_U : X^* \to \mathbb{K}$ is defined by $\sigma_U(x^*) = \sup_{x \in U} \langle x^*, x \rangle$ for all $x^* \in X^*$. We say that the function $f : X \to \mathbb{K}$ is convex if

$$\forall x, y \in X, \forall t \in [0,1] : f(tx + (1-t)y) \leq tf(x) + (1-t)f(y),$$

(1.2)
with the conventions \((+\infty)+(-\infty)=+\infty, 0\cdot(+\infty)=+\infty\) and \(0\cdot(-\infty)=0\) (see [147]). We consider \(\text{dom } f = \{x \in X : f(x) < +\infty\}\) the domain of \(f\) and 
\[
\text{epi } f = \{(x,r) \in X \times \mathbb{R} : f(x) \leq r\}.
\]
its epigraph. Moreover, we denote by \(\text{epi}(f) = \{(x,r) \in X \times \mathbb{R} : (x,-r) \in \text{epi } f\}\), the symmetric of \(\text{epi } f\) with respect to the \(-x\)-axis. For a given real number \(\alpha\), \(f-\alpha : X \to \mathbb{R}\) is the function defined by 
\[
(f-\alpha)(x) = f(x) - \alpha \quad \text{for all } x \in X.
\]
We call \(f\) proper if \(\text{dom } f \neq \emptyset\) and \(f(x) > -\infty\) for all \(x \in X\). By \(\text{cl } f\) we denote the lower semicontinuous hull of \(f\), namely the function whose epigraph is the closure of \(\text{epi } f\) in \(X \times \mathbb{R}\), that is \(\text{epi}(\text{cl } f) = \text{cl}(\text{epi } f)\).

We consider also \(\text{co } f\), the convex hull of \(f\), which is the greatest convex function majorized by \(f\). For \(x \in X\) such that \(f(x) \in \mathbb{R}\) we define the \(\varepsilon\)-sudifferential of \(f\) at \(x\), where \(\varepsilon \geq 0\), by 
\[
\partial_{\varepsilon} f(x) = \{x^* \in X^* : f(y) - f(x) \geq \langle x^*, y-x \rangle - \varepsilon \forall y \in X\}.
\]
If \(f(x) \in \{\pm \infty\}\) we take by convention \(\partial_{\varepsilon} f(x) = \emptyset\). The set \(\partial f(x) = \partial_{0} f(x)\) is the classical (convex) subdifferential of \(f\) at \(x\). The \(\varepsilon\)-subdifferential, introduced in [39], plays an important role in convex analysis, having significant theoretical and practical applications. The \(\varepsilon\)-subdifferential of \(f\) is an "enlargement" of its subdifferential, in the sense that \(\partial f(x) \subseteq \partial_{\varepsilon} f(x)\) for all \(x \in X\) and \(\varepsilon \geq 0\). Let us mention that if \(f\) is proper, convex, continuous at \(x_0 \in \text{dom } f\) and Gâteaux differentiable at \(x_0\), then \(\partial f(x_0) = \{\nabla f(x_0)\}\) (cf. [147, Corollary 2.4.10 and Theorem 2.4.4(i)]). The following fact underlines the usefulness of the subdifferential: if \(f\) is proper then for \(a \in \text{dom } f\) we have the relation 
\[
\inf_{x \in X} f(x) = f(a) \iff 0 \in \partial f(a).
\]
The \(\varepsilon\)-normal set of \(U\) at \(x \in X\) is defined by \(N_{U}^{\varepsilon}(x) = \partial_{\varepsilon} \delta_{U}(x)\), that is \(N_{U}^{\varepsilon}(x) = \{x^* \in X^* : \langle x^*, y-x \rangle \leq \varepsilon \forall y \in U\}\) when \(x \in U\), and \(N_{U}^{\varepsilon}(x) = \emptyset\) if \(x \notin U\). The normal cone of \(U\) at \(x \in X\) is \(N_{U}(x) = N_{U}^{0}(x)\), that is \(N_{U}(x) = \{x^* \in X^* : \langle x^*, y-x \rangle \leq 0 \forall y \in U\}\), if \(x \in U\) and \(N_{U}(x) = \emptyset\) otherwise.

The Fenchel-Moreau conjugate of \(f\) is the function 
\[
f^*(x^*) = \sup_{x \in X} \{\langle x^*, x \rangle - f(x)\} \forall x^* \in X^*.
\]
It holds \(\delta_{U}^{\varepsilon} = \sigma_{U}\). We mention here some important properties of conjugate functions. We have the so-called Young-Fenchel inequality 
\[
f^*(x^*) + f(x) \geq \langle x^*, x \rangle \forall x \in X \forall x^* \in X^*.
\]
The Fenchel-Moreau Theorem is used several times throughout this work. This states that if \(f\) is proper, then \(f\) is convex and lower semicontinuous if and only if 
\[
f^{**} = f \quad \text{(see [60, 147]).}
\]
Moreover, if \(f\) is convex and \((\text{cl } f)(x) > -\infty\) for all \(x \in X\), then 
\[
f^{**} = \text{cl } f\] (cf. [147, Theorem 2.3.4]).

The following characterizations of the subdifferential and \(\varepsilon\)-sudifferential of a proper function \(f\) at \(x \in \text{dom } f\) by means of conjugate functions will be useful (see [60, 147]):
\[
x^* \in \partial f(x) \iff f(x) + f^*(x^*) = \langle x^*, x \rangle \iff f(x) + f^*(x^*) \leq \langle x^*, x \rangle
\]
and, respectively,
\[
x^* \in \partial_{\varepsilon} f(x) \iff f(x) + f^*(x^*) \leq \langle x^*, x \rangle + \varepsilon.
\]
In case \(f : X \to \mathbb{R}\) is a proper function and \(a \in \text{dom } f\), the epigraph of \(f^*\) can be represented as follows
\[
\text{epi } f^* = \bigcup_{\varepsilon \geq 0} \left\{ \left\{ x^*, \langle x^*, a \rangle + \varepsilon - f(a) : x^* \in \partial_{\varepsilon} f(a) \right\} \right\}.
\]
(1.3)
This formula, which is an easy consequence of the definitions above, describes the epigraph of a conjugate function in terms of the $\varepsilon$-subdifferential of the function and will play an important role in the proof of the main results of Chapter 3. It was stated in [79], where the function $f$ was considered convex and lower semicontinuous, however the formula is valid even without these hypotheses.

The following version of the Brøndsted-Rockafellar Theorem (see [39]) was proved in [136] and will be used for providing sequential optimality conditions written in terms of the subdifferentials of the functions involved (see Section 3.1).

**Theorem 1.1 (Brøndsted-Rockafellar Theorem [39,136])** Let $(X,\|\|)$ be a Banach space, $f : X \to \mathbb{R}$ be a proper, convex and lower semicontinuous function and $a \in \text{dom } f$. Then for every $\varepsilon > 0$ and for every $x^* \in \partial f(a)$ there exist $x_\varepsilon \in X$ and $x_\varepsilon^* \in \partial f(x_\varepsilon)$ such that

$$\|x_\varepsilon - a\| \leq \sqrt{\varepsilon}, \|x_\varepsilon^* - x^*\| \leq \sqrt{\varepsilon} \text{ and } |f(x_\varepsilon) - (x_\varepsilon^*, x_\varepsilon - a) - f(a)| \leq 2\varepsilon,$$

where $\| \cdot \|_*$ is the dual norm on $X^*$.

Having $f, g : X \to \mathbb{R}$ two functions we consider their infimal convolution, namely the function denoted by $f \boxplus g : X \to \mathbb{R}$, $f \boxplus g(x) = \inf_{u \in X} \{f(u) + g(x - u)\}$ for all $x \in X$. We say that the infimal convolution is exact at $x \in X$ if the infimum in its definition is attained. Moreover, $f \boxplus g$ is said to be exact if it is exact at every $x \in X$. We refer to [103, 131] for more properties of the infimal convolution operation.

Let us also note that everywhere within this work we write min (max) instead of inf (sup) when the infimum (supremum) is attained.

Consider $Y$ another separated locally convex space. For a function $h : X \to Y$ we denote by $h(U) = \{h(u) : u \in U\}$ the image of the set $U \subseteq X$ through $h$, while for $D \subseteq Y$ we use the notation $h^{-1}(D) = \{x \in X : h(x) \in D\}$. Given a continuous linear mapping $A : X \to Y$, its adjoint operator, $A^* : Y^* \to X^*$ is defined by $\langle A^* y^*, x \rangle = \langle y^*, Ax \rangle$ for all $y^* \in Y^*$ and $x \in X$. Consider also a non-empty convex cone $C \subseteq Y$ (that is $\text{cone}(C) \subseteq C$ and $C + C \subseteq C$) and $C^* = \{y^* \in Y^* : \langle y^*, y \rangle \geq 0 \ \forall y \in C\}$ its positive dual cone. By $C^-$ we denote the negative dual cone of $C$, that is $C^- = -C^*$. Let $\leq_C$ be the partial ordering induced by $C$ on $Y$, defined as $y_1 \leq_C y_2 \iff y_2 - y_1 \in C$, for $y_1, y_2 \in Y$. To $Y$ we attach an abstract maximal element with respect to $\leq_C$, denoted by $\infty_C$ and we let $Y^* : = Y \cup \{\infty_C\}$. Then for every $y \in Y$ one has $y \leq_C \infty_C$ and we consider on $Y^*$ the following operations: $y + \infty_C = \infty_C + y = \infty_C$ and $t \infty_C = \infty_C$ for all $y \in Y$ and all $t \geq 0$. Moreover, if $\lambda \in C^*$ let $\langle \lambda, \infty_C\rangle := +\infty$.

A function $g : Y \to \mathbb{R}$ is called $C$-increasing on a subset $S$ of $Y$ if for every $s_1, s_2 \in S$ such that $s_1 \leq_C s_2$ one has $g(s_1) \leq g(s_2)$.

Some of the above notions given for functions with extended real values can be formulated also for functions having their ranges in infinite-dimensional spaces.

For a function $h : X \to Y^*$ we denote by $\text{dom } h = \{x \in X : h(x) \in Y\}$ its domain and by $\text{epi}_C h = \{(x, y) \in X \times Y : h(x) \leq_C y\}$ its $C$-epigraph. We say that $h$ is proper if its domain is a non-empty set. The function $h$ is said to be $C$-convex if $\text{h}(t x_1 + (1 - t) x_2) \leq_C t \text{h}(x_1) + (1 - t) \text{h}(x_2)$ for all $x_1, x_2 \in X$ and all $t \in [0, 1]$. One can prove that $h$ is $C$-convex if and only if $\text{epi}_C h$ is a convex subset of $X \times Y$. Further, for an arbitrary $\lambda \in C^*$ we define the function $(\lambda h) : X \to \mathbb{R}$, by $(\lambda h)(x) = (\lambda, h(x))$ for all $x \in X$. The function $h$ is said to be $C$-epi-closed if $\text{epi}_C h$ is a closed subset of $X \times Y$ (cf. [90]), while $h$ is called star $C$-lower semicontinuous at $x \in X$ if for all $\lambda \in C^*$ the function $(\lambda h)$ is lower semicontinuous at $x$. The function $h$ is said to be star $C$-lower semicontinuous if it is star $C$-lower semicontinuous at every $x \in X$. This notion was considered first in [82].
Remark 1.1 (a) Besides the two generalizations of lower semicontinuity defined above for functions taking values in infinite-dimensional spaces, there exist in the literature other notions of lower semicontinuity, for instance the so-called \textit{\(C\)-lower semicontinuity}, which has been introduced by Penot and Théra in [109] and then refined in [55]. One can show that \(C\)-lower semicontinuity implies star \(C\)-lower semicontinuity, which yields \(C\)-epi-closedness (see [90]), while the opposite assertions are not valid in general. An example of a \(C\)-convex function which is \(C\)-epi-closed, but not star \(C\)-lower semicontinuous is given in [31, Example 1]. For more on the lower semicontinuity for functions with values in topological vector spaces we refer the reader to [1, 55, 90, 109, 133].

(b) It is known that in case \(Y = \mathbb{R}\) and \(C = \mathbb{R}_+\) all the lower semicontinuity notions mentioned above coincide, becoming the classical lower semicontinuity for functions with extended real values.
Chapter 2

Regularity conditions via quasi interior and quasi-relative interior in convex optimization

Usually there is a so-called duality gap between the optimal objective values of a primal convex optimization problem and its dual problem. A challenge when dealing with duality is to give sufficient conditions which guarantee strong duality, the situation when the optimal objective values of the two problems are equal and the dual problem has an optimal solution. Several generalized interior-point regularity conditions were introduced in the literature in order to eliminate the above mentioned duality gap. Along the classical interior, some generalized interiority notions were used, like the algebraic interior (see [121]), the relative algebraic interior (see [76]), or the strong quasi-relative interior (see [13]), in order to state regularity conditions for strong duality. For an overview on these conditions we invite the reader to consult [69,146] (see also [147] for more on this subject).

Nevertheless, in many theoretical and practical infinite-dimensional convex optimization problems, the interior-point conditions are useless since for instance, the interior of the set involved in the regularity condition is empty. This is the case, for example, when dealing with the positive cones $\ell^p_+$ and $L^p_+ (T, \mu)$ of the spaces $\ell^p$ and $L^p (T, \mu)$, respectively, where $(T, \mu)$ is a $\sigma$-finite measure space and $p \in [1, \infty)$. For these two cones even the relative algebraic interior (which is the most general interiority notion from the aforementioned ones) is empty. In order to overcome such a situation BORWEIN and LEWIS introduced in [14] the notion of quasi-relative interior of a convex set, which is a further generalization of the above mentioned interiority notions. They also proved that the quasi-relative interiors of $\ell^p_+$ and $L^p_+ (T, \mu)$ are non-empty.

In the first section of this chapter we recall the basic properties of the above mentioned generalized interiority notions, together with the quasi interior, another interiority notion closely related to that of quasi-relative interior. In the following two sections we introduce several regularity conditions formulated by means of the quasi interior and quasi-relative interior which guarantee Fenchel and, respectively, Lagrange duality. The main results of this chapter are Theorem 2.3 (a Fenchel duality result) and Theorem 2.6 (a Lagrange duality result). Several examples illustrate the theoretical considerations and we provide also some comments on other regularity conditions given in the literature via the quasi-relative interior.
The theory presented in this chapter is mainly based on [25, 29].

2.1 Generalized interiority notions

We start with an overview on the most important generalized interiority notions introduced in the literature. Consider $X$ a separated locally convex space and $U \subseteq X$ a non-empty set. The algebraic interior (the core) of $U$ is the set (cf. [76, 121, 147])

$$\text{core}(U) = \{ u \in X \mid \forall x \in X, \exists \delta > 0 \text{ such that } \forall \lambda \in [0, \delta] : u + \lambda x \in U \},$$

while its relative algebraic interior (sometimes called also intrinsic core) is the set (cf. [76, 147])

$$\text{icr}(U) = \{ u \in X \mid \forall x \in \text{aff}(U - U), \exists \delta > 0 \text{ such that } \forall \lambda \in [0, \delta] : u + \lambda x \in U \}.$$

We consider also the strong quasi-relative interior (sometimes called intrinsic relative algebraic interior) of $U$ (cf. [13, 83, 145, 147]), denoted by $\text{sqri}(U)$ (or $\text{icr}(U)$)

$$\text{sqri}(U) = \begin{cases} \text{icr}(U), & \text{if } \text{aff}(U) \text{ is a closed set,} \\ \emptyset, & \text{otherwise.} \end{cases}$$

In this case $U$ is a convex set, the above generalized interiority notions can be characterized as follows:

- $\text{core}(U) = \{ x \in U : \text{cone}(U - x) = X \}$ (cf. [121, 147]);
- $\text{icr}(U) = \{ x \in U : \text{cone}(U - x) \text{ is a linear subspace of } X \}$ (cf. [12, 76, 147]);
- $\text{sqri}(U) = \{ x \in U : \text{cone}(U - x) \text{ is a closed linear subspace of } X \}$ (cf. [13, 83, 145, 147]);
- $x \in \text{sqri}(U)$ if and only if $x \in \text{icr}(U)$ and $\text{aff}(U - x)$ is a closed linear subspace of $X$ (cf. [69, 145, 147]).

The quasi-relative interior of $U$ is the set (cf. [14])

$$\text{qri}(U) = \{ x \in U : \text{cl} \left( \text{cone}(U - x) \right) \text{ is a linear subspace of } X \}.$$

We give the following useful characterization of the quasi-relative interior of a convex set by means of the normal cone.

**Proposition 2.1** (cf. [14]) Let $U$ be a non-empty convex subset of $X$ and $x \in U$. Then $x \in \text{qri}(U)$ if and only if $N_U(x)$ is a linear subspace of $X^*$.

Next we consider another interiority notion introduced in connection with a convex set, which is close to the one of quasi-relative interior. The quasi interior of $U$ is the set

$$\text{qi}(U) = \{ x \in U : \text{cl} \left( \text{cone}(U - x) \right) = X \}.$$

The following characterization of the quasi interior of a convex set was given in [59], where the authors supposed that $X$ is a reflexive Banach space. One can prove that this property holds in a more general context, namely in every separated locally convex space.

**Proposition 2.2** Let $U$ be a non-empty convex subset of $X$ and $x \in U$. Then $x \in \text{qi}(U)$ if and only if $N_U(x) = \{ 0 \}$. 

2.1 GENERALIZED INTERIORITY NOTIONS

Proof. Assume first that $x \in \text{qi}(U)$ and take an arbitrary element $x^* \in N_U(x)$. By the definition of the normal cone and the continuity of $x^*$ we obtain $\langle x^*, z \rangle \leq 0$ for all $z \in \text{cl}(\text{cone}(U - x))$. Thus $\langle x^*, z \rangle \leq 0$ for all $z \in X$, which is nothing else than $x^* = 0$.

In order to prove the opposite implication we consider an arbitrary $\bar{x} \in X$ and prove that $\bar{x} \in \text{cl}(\text{cone}(U - x))$. Assuming the contrary, by a separation theorem (see for instance [147, Theorem 1.1.5]), we obtain that there exists $x^* \in X^* \setminus \{0\}$ and $\alpha \in \mathbb{R}$ such that

$$\langle x^*, z \rangle < \alpha < \langle x^*, \bar{x} \rangle \forall z \in \text{cl}(\text{cone}(U - x)).$$

Let $y \in U$ be fixed. For all $\lambda > 0$ it holds $\langle x^*, y - x \rangle < (1/\lambda)\alpha$ and this implies that $\langle x^*, y - x \rangle \leq 0$. As this inequality is true for every arbitrary $y \in U$, we obtain that $x^* \in N_U(x)$. But this leads to a contradiction and in this way the conclusion follows.

Remark 2.1 Let us notice that for $x \in U$ the implication $x \in \text{qi}(U) \Rightarrow N_U(x) = \{0\}$ holds in the more general setting of topological vector spaces.

We have the following inclusions for a set $U \subseteq X$:

$$\text{sqri}(U) \subseteq \text{icr}(U) \subseteq \text{core}(U) \subseteq \text{qi}(U).$$

(2.1)

in general the inclusions being strict. Let us suppose in the following that $U$ is a convex set. In case $\text{int}(U) \neq \emptyset$, all the generalized interiority notions mentioned above coincide with $\text{int}(U)$ (cf. [14, Corollary 2.14]). Let us mention that if $X$ is a Banach space and $U$ is a closed set then $\text{core}(U) = \text{int}(U)$ (cf. [121]).

It follows from the definitions above that $\text{qi}(\{x\}) = \{x\}$ for all $x \in X$. Moreover, if $\text{qi}(U) \neq \emptyset$, then $\text{qi}(U) = \text{qi}(U)$. Although this property is given in [89] in the case of normed spaces, it holds also in separated locally convex spaces, as follows easily from the properties given above. For $U, V$ two convex subsets of $X$ such that $U \subseteq V$, we have $\text{qi}(U) \subseteq \text{qi}(V)$, a property which is no longer true for the quasi-relative interior (however it holds in case $\text{aff}(U) = \text{aff}(V)$, see [54, Proposition 1.12]). If $X$ if finite-dimensional then $\text{qi}(U) = \text{sqri}(U) = \text{icr}(U) = \text{ri}(U)$ (cf. [14,69]) and $\text{core}(U) = \text{qi}(U) = \text{int}(U)$ (cf. [89,121]). We refer the reader to [12,14,19,69,76,89,121,134,147] and the references therein for more properties and examples regarding the above considered generalized interiority notions.

Example 2.1 Take an arbitrary $p \in [1, +\infty)$ and consider the Banach space $\ell^p = \ell^p(\mathbb{N})$ of real sequences $(x_n)_{n \in \mathbb{N}}$ such that $\sum_{n=1}^{\infty} |x_n|^p < +\infty$, equipped with the norm

$$\| \cdot \| : \ell^p \to \mathbb{R}, \|x\| = \left( \sum_{n=1}^{\infty} |x_n|^p \right)^{1/p} \text{ for all } x = (x_n)_{n \in \mathbb{N}} \in \ell^p.$$

Then (cf. [14])

$$\text{qi}(\ell^p_+) = \{(x_n)_{n \in \mathbb{N}} \in \ell^p : x_n > 0 \forall n \in \mathbb{N}\},$$

where $\ell^p_+ = \{(x_n)_{n \in \mathbb{N}} \in \ell^p : x_n \geq 0 \forall n \in \mathbb{N}\}$ is the positive cone of $\ell^p$. Moreover, one can prove that

$$\text{int}(\ell^p_+) = \text{core}(\ell^p_+) = \text{sqri}(\ell^p_+) = \text{icr}(\ell^p_+) = \emptyset.$$

In the setting of separable Banach spaces every non-empty closed convex subset has a non-empty quasi-relative interior (cf. [14, Theorem 2.19], see also [12, Theorem 2.8] and [147, Proposition 1.2.9]) and every nonempty convex subset which is not contained in a hyperplane possesses a non-empty quasi interior (cf. [89]). The condition $X$ is separable is important as the following example shows.
**Example 2.2** For $p \in [1, \infty)$ consider the Banach space 
\[ \ell^p(\mathbb{R}) = \{ s : \mathbb{R} \rightarrow \mathbb{R} \mid \sum_{r \in \mathbb{R}} |s(r)|^p < \infty \}, \]
equipped with the norm \[ \|s\| : \ell^p(\mathbb{R}) \rightarrow \mathbb{R}, \|s\| = \left( \sum_{r \in \mathbb{R}} |s(r)|^p \right)^{1/p} \] for all $s \in \ell^p(\mathbb{R})$, where 
\[ \sum_{r \in \mathbb{R}} |s(r)|^p = \sup_{F \subseteq \mathbb{R}, F \text{ finite}} \sum_{r \in F} |s(r)|^p. \]

Note that the space $\ell^p(\mathbb{R})$ is not separable. Considering the positive cone $\ell^p_+(\mathbb{R}) = \{ s \in \ell^p(\mathbb{R}) : s(r) \geq 0 \ \forall r \in \mathbb{R} \}$, we have (cf. [14, Example 3.11(iii)], see also [16, Remark 2.20]) that \[ \text{qri} \left( \ell^p_+(\mathbb{R}) \right) = \emptyset. \]

Useful properties of the quasi-relative interior are listed below. For the proof of 
(i) – (viii) we refer to [12, 14].

**Proposition 2.3** Let us consider $U$ and $V$ two non-empty convex subsets of $X$, 
$x \in X$ and $\alpha \in \mathbb{R}$, $\alpha \neq 0$. Then

(i) $\text{qri}(U) + \text{qri}(V) \subseteq \text{qri}(U + V)$;

(ii) $\text{qri}(U \times V) = \text{qri}(U) \times \text{qri}(V)$;

(iii) $\text{qri}(U - x) = \text{qri}(U) - x$;

(iv) $\text{qri}(\alpha U) = \alpha \text{qri}(U)$;

(v) $t \text{qri}(U) + (1 - t)U \subseteq \text{qri}(U) \ \forall t \in (0, 1]$, hence \[ \text{qri}(U) \] is a convex set;

(vi) if $U$ is an affine set then $\text{qri}(U) = U$;

(vii) $\text{qri} \left( \text{qri}(U) \right) = \text{qri}(U)$.

If $\text{qri}(U) \neq \emptyset$, then

(viii) $\text{cl} \left( \text{qri}(U) \right) = \text{cl}(U)$;

(ix) $\text{cl} \left( \text{cone} \left( \text{qri}(U) \right) \right) = \text{cl}(\text{cone}(U))$.

**Proof.** (ix) The inclusion \[ \text{cl} \left( \text{cone} \left( \text{qri}(U) \right) \right) \subseteq \text{cl}(\text{cone}(U)) \] is obvious. We prove that \[ \text{cone}(U) \subseteq \text{cl} \left( \text{cone} \left( \text{qri}(U) \right) \right). \] Consider $x \in \text{cone}(U)$ arbitrary. There exist $\lambda \geq 0$ and $u \in U$ such that $x = \lambda u$. Take $x_0 \in \text{qri}(U)$. Applying the property (v) we get $tx_0 + (1 - t)u \in \text{qri}(U) \ \forall t \in (0, 1]$, so $\lambda tx_0 + (1 - t)x = \lambda(tx_0 + (1 - t)u) \in \text{cone} \left( \text{qri}(U) \right) \ \forall t \in (0, 1]$. Passing to the limit as $t \downarrow 0$ we obtain $x \in \text{cl} \left( \text{cone} \left( \text{qri}(U) \right) \right)$ and hence the desired conclusion follows.

**Remark 2.2** In case $\alpha = 0$ and $\text{qri}(U) = \emptyset$, property (iv) in Proposition 2.3 above does not hold. However, when $\text{qri}(U) \neq \emptyset$, this property holds also for $\alpha = 0$.

The next lemma plays an important role in this chapter.

**Lemma 2.1** Let $U$ and $V$ be non-empty convex subsets of $X$ and $x \in X$. Then

(i) if $\text{qri}(U) \cap V \neq \emptyset$ and $0 \in \text{qi}(U - U)$, then $0 \in \text{qi}(U - V)$;

(ii) $x \in \text{qi}(U)$ if and only if $x \in \text{qri}(U)$ and $0 \in \text{qi}(U - U)$.
2.1 GENERALIZED INTERIORITY NOTIONS

Proof. (i) Take \( y \in \text{qri}(U) \cap V \) and an arbitrary \( x^* \in N_{U-V}(0) \). We get \( \langle x^*, u-v \rangle \leq 0 \) for all \( u \in U \) and all \( v \in V \). This implies

\[
\langle x^*, u-y \rangle \leq 0 \quad \forall u \in U,
\]

that is \( x^* \in N_U(y) \). As \( y \in \text{qri}(U) \), \( N_U(y) \) is a linear subspace of \( X^* \) (cf. Proposition 2.1), hence \( -x^* \in N_U(y) \), which is nothing else than

\[
\langle x^*, y-u \rangle \leq 0 \quad \forall u \in U.
\]

The relations (2. 2) and (2. 3) give us \( \langle x^*, u_1 - u_2 \rangle \leq 0 \) for all \( u_1, u_2 \in U \), so \( x^* \in N_{U-U}(0) \). Since \( 0 \in \text{qri}(U-U) \) we have \( N_{U-U}(0) = \{0\} \) (cf. Proposition 2.2) and we get \( x^* = 0 \). As \( x^* \) was arbitrarily chosen we obtain \( N_{U-U}(0) = \{0\} \) and, using again Proposition 2.2, the conclusion follows.

(ii) Suppose that \( x \in \text{qri}(U) \). Then \( x \in \text{qri}(U) \) and since \( U - x \subseteq U - U \) and \( 0 \in \text{qri}(U - x) \), the direct implication follows. The reverse one is a direct consequence of (i) by taking \( V := \{x\} \). □

Remark 2.3 Let us notice that the assertion (ii) in the above lemma can be proved directly, not necessarily by using (i).

Remark 2.4 Considering again the setting of Example 2.1 we get from the second part of the previous lemma (since \( \ell^p_+ - \ell^p_+ = \ell^p \) that

\[
\text{qri}(\ell^p_+) = \text{qri}(\ell^p) = \{(x_n)_{n \in \mathbb{N}} \in \ell^p : x_n > 0 \ \forall n \in \mathbb{N}\}.
\]

Next we give useful separation theorems in terms of the notion of quasi-relative interior. They will be important in the next two sections in the proof of the strong duality results.

Theorem 2.1 Let \( U \) be a non-empty convex subset of \( X \) and \( x \in U \). If \( x \notin \text{qri}(U) \), then there exists \( x^* \in X^* \), \( x^* \neq 0 \), such that

\[
\langle x^*, y \rangle \leq \langle x^*, x \rangle \quad \forall y \in U.
\]

Viceversa, if there exists \( x^* \in X^* \), \( x^* \neq 0 \), such that

\[
\langle x^*, y \rangle \leq \langle x^*, x \rangle \quad \forall y \in U
\]

and

\[
0 \in \text{qri}(U - U),
\]

then \( x \notin \text{qri}(U) \).

Proof. Suppose that \( x \notin \text{qri}(U) \). According to Proposition 2.1, \( N_U(x) \) is not a linear subspace of \( X^* \), hence there exists \( x^* \in N_U(x), x^* \neq 0 \). Using the definition of the normal cone, we get that \( \langle x^*, y \rangle \leq \langle x^*, x \rangle \) for all \( y \in U \).

Conversely, assume that there exists \( x^* \in X^*, x^* \neq 0 \), such that \( \langle x^*, y \rangle \leq \langle x^*, x \rangle \) for all \( y \in U \) and \( 0 \notin \text{qri}(U - U) \). We obtain \( x^* \in N_U(x) \). If we suppose that \( x \in \text{qri}(U) \), then we obtain via Lemma 2.1(ii) that \( x \in \text{qri}(U) \), hence (cf. Proposition 2.2) \( x^* = 0 \), which is a contradiction. In conclusion, \( x \notin \text{qri}(U) \). □

Remark 2.5 (a) A closer look at the above proof shows that a similar separation theorem can be given in terms of the quasi interior, in which case the condition \( 0 \notin \text{qri}(U - U) \) can be removed.

(b) Let us suppose that \( X \) is a normed space. In [58, 59] a similar separation theorem in terms of the quasi-relative interior is given. For the second part of the above theorem the authors require that the following condition must be fulfilled

\[
\cl \left( T_U(x) - T_U(x) \right) = X,
\]
where

\[ T_U(x) = \{ y \in X : y = \lim_{n \to \infty} \lambda_n(x_n - x), \lambda_n > 0, x_n \in U \forall n \in \mathbb{N} \text{ and } \lim_{n \to \infty} x_n = x \} \]

is the so-called contingent (Bouligand) cone to \( U \) at \( x \in U \). In general, we have the following inclusion: \( T_U(x) \subseteq \text{cl}\{\text{cone}(U - x)\} \). If the set \( U \) is convex, then

\[ T_U(x) = \text{cl}\{\text{cone}(U - x)\} \]

(cf. [78]). As \( \text{cl}\{\text{cone}(E) + \text{cone}(F)\} = \text{cl}(E + F) \), for arbitrary sets \( E, F \) in \( X \) and \( \text{cone}(V) - \text{cone}(V) = \text{cone}(V) - V \), if \( V \) is a convex subset of \( X \) such that \( 0 \in V \), the condition \( \text{cl}(T_U(x) - T_U(x)) = X \) can be reformulated as follows: \( \text{cl}\{\text{cone}(U - U)\} = X \) or, equivalently, \( 0 \in \text{qi}(U - U) \). Indeed, for \( x \in U \) we have

\[ \text{cl}\left[ \text{cl}\{\text{cone}(U - x)\} - \text{cl}\{\text{cone}(U - x)\} \right] = X \iff \text{cl}\left[ \text{cone}(U - x) - \text{cone}(U - x) \right] = X \]

\[ \iff \text{cl}\{\text{cone}(U - U)\} = X \iff 0 \in \text{qi}(U - U). \]

This means that Theorem 2.1 is a generalization to separated locally convex spaces of the separation theorem stated in [58, 59] in the framework of normed spaces.

The condition \( x \in U \) in Theorem 2.1 is essential (see [59, Remark 2]). However, if \( x \) is an arbitrary element of \( X \), one can give an alternative separation theorem based on the following result due to Cammaroto and Di Bella (cf. [53, Theorem 2.1]).

**Theorem 2.2** (cf. [53]) Let \( U \) and \( V \) be non-empty convex subsets of \( X \) with \( \text{qri}(U) \neq \emptyset \), \( \text{qri}(V) \neq \emptyset \) and such that \( \text{cl}\{\text{cone}(\text{qri}(U) - \text{qri}(V))\} \) is not a linear subspace of \( X \). Then there exists \( x^* \in X^* \), \( x^* \neq 0 \), such that \( \langle x^*, u \rangle \leq \langle x^*, v \rangle \) for all \( u \in U \) and all \( v \in V \).

The following result is a direct consequence of Theorem 2.2.

**Corollary 2.1** Let \( U \) be a non-empty convex subset of \( X \) and \( x \in X \) such that \( \text{qri}(U) \neq \emptyset \) and \( \text{cl}\{\text{cone}(U - x)\} \) is not a linear subspace of \( X \). Then there exists \( x^* \in X^* \), \( x^* \neq 0 \), such that \( \langle x^*, y \rangle \leq \langle x^*, x \rangle \) for all \( y \in U \).

**Proof.** We take in Theorem 2.2 \( V := \{x\} \). Then we apply Proposition 2.3 (iii) and (ix) to obtain the conclusion. \( \square \)

**Remark 2.6** Let us mention that some strict separation theorems involving the quasi-relative interior have been provided in [54].

### 2.2 Fenchel duality

In this section we give some new Fenchel duality results stated in terms of the quasi interior and quasi-relative interior, respectively.

Consider the convex optimization problem

\[ (P_F) \quad \inf_{x \in X} \{ f(x) + g(x) \}, \]

where \( X \) is a separated locally convex space and \( f, g : X \to \mathbb{R} \) are proper and convex functions such that \( \text{dom} f \cap \text{dom} g \neq \emptyset \). The Fenchel dual problem to \( (P_F) \) is

\[ (D_F) \quad \sup_{x^* \in X^*} \{ -f^*(-x^*) - g^*(x^*) \}. \]

We denote by \( v(P_F) \) and \( v(D_F) \) the optimal objective values of the primal and the dual problem, respectively. Weak duality always holds, that is \( v(D_F) \leq v(P_F) \) (it follows immediately by applying the Young-Fenchel inequality). Let us recall the most important regularity conditions from the literature concerning Fenchel duality:
The condition \( RC^F_5 \) was considered by Rockafellar (cf. [121]), \( RC^F_6 \) by Attouch and Brézis (cf. [2]), Zálinec (cf. [145]) and Rodrigues (cf. [124]), while Gowda and Teboulle (cf. [69]) proved that \( RC^F_5 \) and \( RC^F_6 \) are equivalent. Let us notice that all these conditions guarantee strong duality. Moreover, if we suppose the additional hypotheses that the functions \( f \) and \( g \) are lower semicontinuous and \( X \) is a Fréchet space, between the above conditions we have the following relation: \( (RC^F_5) \Rightarrow (RC^F_6) \Rightarrow (RC^F_3) \Rightarrow (RC^F_4) \Leftrightarrow (RC^F_5) \) (cf. [69], see also [147, Theorem 2.8.7]).

Remark 2.7 Let us notice that the regularity conditions \( RC^F_2 \) and \( RC^F_3 \) are equivalent. Indeed, assume that \( X \) is a Fréchet space, \( f, g \) are proper, convex and lower semicontinuous functions such that \( dom f \cap dom g \neq \emptyset \) and consider the infimal value function \( h : X \rightarrow \mathbb{R} \), defined by \( h(y) = \inf_{x \in X} \{ f(x) + g(x - y) \} \) for all \( y \in X \). The function \( h \) is convex and not necessarily lower semicontinuous, while one has that \( dom h = dom f - dom g \). Nevertheless, the function \( (x, y) \mapsto f(x) + g(x - y) \) is ideally convex (being convex and lower semicontinuous), hence \( h \) is li-convex (cf. [147, Proposition 2.2.18]). Now by [147, Theorem 2.2.20] it follows that \( core(dom h) = \text{int}(dom h) \), which has as consequence the equivalence of the regularity conditions \( (RC^F_2) \) and \( (RC^F_3) \). Let us mention that this fact has been noticed in the setting of Banach spaces by S. Simons in [128, Corollary 14.3].

Taking into account the relations that exist between the generalized interiority notions presented in the first section of this chapter a natural question arises: is the condition \( 0 \in \text{qri}(dom f - dom g) \) sufficient for strong duality? The following example (which can be found in [69]) shows that even if we impose a stronger condition, namely \( 0 \in \text{qi}(dom f - dom g) \), the above question has a negative answer and this means that we need to look for additional assumptions in order to guarantee Fenchel duality.

Example 2.3 Consider the Hilbert space \( X = \ell^2(\mathbb{N}) \) and the sets
\[
C = \{ (x_n)_{n \in \mathbb{N}} \in \ell^2 : x_{2n-1} + x_{2n} = 0 \; \forall n \in \mathbb{N} \}
\]
and
\[
S = \{ (x_n)_{n \in \mathbb{N}} \in \ell^2 : x_{2n} + x_{2n+1} = 0 \; \forall n \in \mathbb{N} \},
\]
which are closed linear subspaces of \( \ell^2 \) and satisfy \( C \cap S = \{0\} \). Define the functions \( f, g : \ell^2 \rightarrow \mathbb{R} \) by \( f = \delta_C \) and \( g(x) = x_1 + \delta_S(x) \), respectively, for all \( x = (x_n)_{n \in \mathbb{N}} \in \ell^2 \). One can see that \( f \) and \( g \) are proper, convex and lower semicontinuous functions with \( \text{dom} f = C \) and \( \text{dom} g = S \). As \( \nu(P_F) = 0 \) and \( \nu(D_F) = -\infty \) (cf. [69],

\[
\begin{align*}
(RC^F_1) & : \exists x' \in \text{dom} f \cap \text{dom} g \text{ such that } f \text{ (or } g \text{) is continuous at } x'; \\
(RC^F_2) & : X \text{ is a Fréchet space, } f \text{ and } g \text{ are lower semicontinuous and } 0 \in \text{int}(\text{dom } f - \text{dom } g); \\
(RC^F_3) & : X \text{ is a Fréchet space, } f \text{ and } g \text{ are lower semicontinuous and } 0 \in \text{core}(\text{dom } f - \text{dom } g); \\
(RC^F_4) & : X \text{ is a Fréchet space, } f \text{ and } g \text{ are lower semicontinuous, } \text{aff}(\text{dom } f - \text{dom } g) \text{ is a closed linear subspace of } X \text{ and } 0 \in \text{icr}(\text{dom } f - \text{dom } g)
\end{align*}
\]
Example 3.3), there is a duality gap between the optimal objective values of the primal problem and its Fenchel dual problem. Moreover, $S - C$ is dense in $\ell^2$ (cf. [69]), thus $\text{cl} \left( \text{cone}(\text{dom } f - \text{dom } g) \right) = \text{cl}(C - S) = \ell^2$. The last relation implies $0 \in \text{qri}(\text{dom } f - \text{dom } g)$, hence $0 \in \text{qri}(\text{dom } f - \text{dom } g)$.

Let us notice that if $v(P_F) = -\infty$, by the weak duality result follows that for the primal-dual pair $(P_F) - (D_F)$ strong duality holds. This is the reason why we suppose in the following that $v(P_F) \in \mathbb{R}$.

**Lemma 2.2** The following relation is always true

$$0 \in \text{qri}(\text{dom } f - \text{dom } g) \Rightarrow (0, 1) \in \text{qri} \left( \text{epi } f - \widehat{\text{epi}}(g - v(P_F)) \right).$$

**Proof.** One can see that $\widehat{\text{epi}}(g - v(P_F)) = \{(x, r) \in X \times \mathbb{R} : r \leq -g(x) + v(P_F)\}$. Let us prove first that $(0, 1) \in \text{epi } f - \widehat{\text{epi}}(g - v(P_F))$. Since $\inf_{x \in X} \{ f(x) + g(x) \} = v(P_F) < v(P_F) + 1$, there exists $x' \in X$ such that $f(x') + g(x') < v(P_F) + 1$. Then

$$(0, 1) = (x', v(P_F) + 1 - g(x')) - (x', -g(x') + v(P_F)) \in \text{epi } f - \widehat{\text{epi}}(g - v(P_F)).$$

Now let $(x^*, r^*) \in N_{\text{epi } f - \widehat{\text{epi}}(g - v(P_F))}(0, 1)$. We have

$$\langle x^*, x - x' \rangle + r^*(\mu - \mu' - 1) \leq 0 \quad \forall (x, \mu) \in \text{epi } f \quad \forall (x', \mu') \in \widehat{\text{epi}}(g - v(P_F)). \quad (2.4)$$

For $(x, \mu) := (x_0, f(x_0))$ and $(x', \mu') := (x_0, -g(x_0) + v(P_F) - 2)$ in (2.4), where $x_0 \in \text{dom } f \cap \text{dom } g$ is fixed, we get $r^*(f(x_0) + g(x_0) - v(P_F) + 1) \leq 0$, hence $r^* \leq 0$. As $\inf_{x \in X} \{ f(x) + g(x) \} = v(P_F) < v(P_F) + 1/2$, there exists $x_1 \in X$ such that $f(x_1) + g(x_1) < v(P_F) + 1/2$. Taking now $(x, \mu) := (x_1, f(x_1))$ and $(x', \mu') := (x_1, -g(x_1) + v(P_F) - 1/2)$ in (2.4) we obtain $r^*(f(x_1) + g(x_1) - v(P_F) - 1/2) \leq 0$ and so $r^* \geq 0$. Thus $r^* = 0$ and (2.4) gives: $\langle x^*, x - x' \rangle \leq 0$ for all $x \in \text{dom } f$ and all $x' \in \text{dom } g$. Hence $x^* \in N_{\text{dom } f - \text{dom } g}(0)$. Since $N_{\text{dom } f - \text{dom } g}(0)$ is a linear subspace of $X^*$ (cf. Proposition 2.1), we have $\langle -x^*, x - x' \rangle \leq 0$ for all $x \in \text{dom } f$ and $x' \in \text{dom } g$ and so $\langle x^*, r^* \rangle = \langle -x^*, 0 \rangle \in N_{\text{epi } f - \widehat{\text{epi}}(g - v(P_F))}(0, 1)$, showing that $N_{\text{epi } f - \widehat{\text{epi}}(g - v(P_F))}(0, 1)$ is a linear subspace of $X^* \times \mathbb{R}$. Hence, applying again Proposition 2.1, we get $(0, 1) \in \text{qri} \left( \text{epi } f - \widehat{\text{epi}}(g - v(P_F)) \right)$. \hfill $\square$

**Proposition 2.4** Assume that $0 \in \text{qri} \left[ (\text{dom } f - \text{dom } g) - (\text{dom } f - \text{dom } g) \right]$. Then $N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0)$ is a linear subspace of $X^* \times \mathbb{R}$ if and only if $N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0) = \{(0, 0)\}$.

**Proof.** The sufficiency is trivial and holds without the additional assumption from the hypotheses. Now let us suppose that $N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0)$ is a linear subspace of $X^* \times \mathbb{R}$. Take $(x^*, r^*) \in N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0)$. Then

$$\langle x^*, x - x' \rangle + r^*(\mu - \mu' - 1) \leq 0 \quad \forall (x, \mu) \in \text{epi } f \quad \forall (x', \mu') \in \widehat{\text{epi}}(g - v(P_F)). \quad (2.5)$$

Let $x_0 \in \text{dom } f \cap \text{dom } g$ be fixed. Taking $(x, \mu) := (x_0, f(x_0)) \in \text{epi } f$ and $(x', \mu') := (x_0, -g(x_0) + v(P_F) - 1/2) \in \widehat{\text{epi}}(g - v(P_F))$ in the previous inequality we get $r^*(f(x_0) + g(x_0) - v(P_F) + 1/2) \leq 0$, which implies $r^* \leq 0$. Taking into account that the set $N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0)$ is a linear subspace of $X^* \times \mathbb{R}$, the same argument applies also for $\langle x^*, -r^* \rangle$, implying $-r^* \leq 0$. In this way we get $r^* = 0$. From (2.5) and the relation $\langle -x^*, 0 \rangle \in N_{\text{co } [\text{epi } f - \widehat{\text{epi}}(g - v(P_F))]}(0, 0)$ we obtain

$$\langle x^*, x - x' \rangle = 0 \quad \forall (x, \mu) \in \text{epi } f \quad \forall (x', \mu') \in \widehat{\text{epi}}(g - v(P_F)).$$
which is nothing else than \( \langle x^*, x - x' \rangle = 0 \) for all \( x \in \text{dom } f \) and all \( x' \in \text{dom } g \), thus \( \langle x^*, x \rangle = 0 \) for all \( x \in \text{dom } f - \text{dom } g \). Since \( x^* \) is linear and continuous, the last relation implies \( \langle x^*, x \rangle = 0 \) for all \( x \in \text{cl} \left( \text{cone} \left( (\text{dom } f - \text{dom } g) - (\text{dom } f - \text{dom } g) \right) \right) = X \), hence \( x^* = 0 \) and the conclusion follows. \( \square \)

**Remark 2.8** (a) By (1. 1) one can see that 
\[
\text{cl} \left( \text{cone} \left( \text{epi} \left( f - \text{epi}(g - v(P_F)) \right) \right) \right) = \\
\text{cl} \left[ \text{cone} \left( \text{coneo} \left( (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right) \right) \right].
\]
As a consequence one has the following sequence of equivalences: 
\[
N_{\text{co}} \left[ (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right] = (0,0) \text{ is a linear subspace of } X^* \times \mathbb{R} \iff (0,0) \in \text{qri} \left[ \text{co} \left( (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right) \right] \\
\implies \text{cl} \left( \text{cone} \left( (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right) \right) \text{ is a linear subspace of } X \times \mathbb{R} \\
\implies \text{cl} \left( \text{cone} \left( \text{epi} f - \text{epi}(g - v(P_F)) \right) \right) \text{ is a linear subspace of } X \times \mathbb{R}. 
\]
By using Proposition 2.2, the relation 
\[
N_{\text{co}} \left[ (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right] = (0,0) \text{ is equivalent to } (0,0) \in \text{qri} \left[ \text{co} \left( (\text{epi} f - \text{epi}(g - v(P_F))) \cup \{(0,0)\} \right) \right]. 
\]
All together, in case \( 0 \in \text{qri} \left( (\text{dom } f - \text{dom } g) - (\text{dom } f - \text{dom } g) \right) \), the conclusion of the previous proposition can be reformulated as follows
\[
\text{cl} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \right) \text{ is a linear subspace of } X \times \mathbb{R} \iff (0,0) \in \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right].
\]
or, equivalently,
\[
(0,0) \in \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right] \\
\iff (0,0) \in \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right].
\]

(b) One can prove that the primal problem \( (P_F) \) has an optimal solution if and only if \( (0,0) \in \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \). This means that if we suppose that the primal problem has an optimal solution and \( 0 \in \text{qri} \left( (\text{dom } f - \text{dom } g) - (\text{dom } f - \text{dom } g) \right) \), then the conclusion of the previous proposition can be rewritten as follows: 
\[
N_{\text{epi} f - \widehat{\text{epi}}(g - v(P_F))} \left( \{(0,0)\} \right) \text{ is a linear subspace of } X^* \times \mathbb{R} \iff (0,0) \in \text{qri} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right). 
\]
We introduce in the following some regularity conditions expressed in terms of the quasi interior and quasi-relative interior:

\[
\begin{align*}
(\text{RC}_F^G) & \quad \text{dom } f \cap \text{qri}(\text{dom } g) \neq \emptyset, \quad 0 \in \text{qri}(\text{dom } g - \text{dom } g) \text{ and } \\
& \quad (0,0) \notin \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right]; \\
(\text{RC}_F^G) & \quad 0 \in \text{qri}(\text{dom } f - \text{dom } g) \text{ and } \\
& \quad (0,0) \notin \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right]; \\
(\text{RC}_G^F) & \quad 0 \in \text{qri} \left( (\text{dom } f - \text{dom } g) - (\text{dom } f - \text{dom } g) \right), \quad 0 \in \text{qri}(\text{dom } f - \text{dom } g) \text{ and } \\
& \quad (0,0) \notin \text{qri} \left[ \text{co} \left( \text{cone} \left( \text{epi} f - \widehat{\text{epi}}(g - v(P_F)) \right) \cup \{(0,0)\} \right) \right].
\end{align*}
\]
Let us prove some relations between the above considered regularity conditions.

**Lemma 2.3** Under the hypotheses we work with the following statements hold:

(i) \( (RC_6^F) \Rightarrow (RC_7^F) \Leftrightarrow (RC_8^F); \)

(ii) in case the primal problem has an optimal solution, the condition \((0,0) \notin qri\left[\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \cup \{(0,0)\}\right]\) can be equivalently written as \((0,0) \notin qri\left(\text{dom}\ g \cap \text{dom} f\right); \)

(iii) if the condition \(0 \in qi \left[(\text{dom} f - \text{dom} g) - (\text{dom} f - \text{dom} g)\right]\) is fulfilled, then \((0,0) \notin qri\left[\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \cup \{(0,0)\}\right]\) is equivalent to \((0,0) \notin qri\left(\text{dom}\ f \cap \text{dom} g\right).

**Proof.** (i) Let us suppose that \( (RC_6^F) \) is fulfilled. We apply Lemma 2.1(i) with \( U := \text{dom} f \) and \( V := \text{dom} g; \) we get \( 0 \in qi(\text{dom} g - \text{dom} f) \) or, equivalently, \( 0 \in qi(\text{dom} f - \text{dom} g) \), that is \( (RC_7^F) \) holds. That \( (RC_8^F) \) is equivalent to \( (RC_8^F) \) is a direct consequence of Lemma 2.1(ii).

(ii) See the comment made at the beginning of Remark 2.8(b).

(iii) See Remark 2.8(a). \( \square \)

**Remark 2.9** Let us notice that a sufficient condition for the fulfillment of \( 0 \in qi \left[(\text{dom} f - \text{dom} g) - (\text{dom} f - \text{dom} g)\right]\) in Lemma 2.3(iii) is the relation \( 0 \in qi(\text{dom} f - \text{dom} g) \). This is a direct consequence of the inclusion \( \text{dom} f - \text{dom} g \subseteq (\text{dom} f - \text{dom} g) - (\text{dom} f - \text{dom} g) \).

We give now a strong duality result for the primal-dual pair \((P_F) - (D_F)\). We emphasize that for the functions \( f \) and \( g \) we suppose only convexity properties and no lower semicontinuity assumptions are needed for the duality result given below.

**Theorem 2.3** Suppose that one of the regularity conditions \( (RC_i^F) \), \( i \in \{6, 7, 8\} \), is fulfilled. Then \( v(P_F) = v(D_F) \) and \( (D_F) \) has an optimal solution.

**Proof.** In view of Lemma 2.3(i), it is enough to give the proof in case \( (RC_8^F) \) is fulfilled, a condition which we assume in the following to be true.

Lemma 2.2 ensures that \( (0,1) \in qri\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \), hence \( qri\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \neq \emptyset. \) The condition \((0,0) \notin qri\left[\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \cup \{(0,0)\}\right]\), together with the relation \( \text{cone}\ \left[\left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \cup \{(0,0)\}\right]\) = \( \text{cone}\ \left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \) (cf. (1.1)), imply that \( \text{cone}\ \left(\text{epi}\ f - \widehat{\text{epi}}(g - v(P_F))\right) \) is not a linear subspace of \( X \times \mathbb{R}. \) We apply Corollary 2.1 with \( U := \text{epi}\ f - \widehat{\text{epi}}(g - v(P_F)) \) and \( x = (0,0). \) Thus there exists \( (x^*, \lambda) \in X^* \times \mathbb{R}, \) \( (x^*, \lambda) \neq (0,0), \) such that

\[
\langle x^*, x \rangle + \lambda \mu \geq \langle x^*, x' \rangle + \lambda \mu' \hspace{1em} \forall (x, \mu) \in \widehat{\text{epi}}(g - v(P_F)) \hspace{1em} \forall (x', \mu') \in \text{epi}\ f. \tag{2.6}
\]

We claim that \( \lambda \leq 0. \) Indeed, if \( \lambda > 0, \) then for \( (x, \mu) := (x_0, -g(x_0) + v(P_F)) \) and \( (x', \mu') := (x_0, f(x_0) + n), n \in \mathbb{N}, \) where \( x_0 \in \text{dom} f \cap \text{dom} g \) is fixed, we obtain from (2.6) that \( \langle x^*, x_0 \rangle + \lambda(-g(x_0) + v(P_F)) \geq \langle x^*, x_0 \rangle + \lambda(f(x_0) + n) \) for all \( n \in \mathbb{N}. \) Passing to the limit as \( n \rightarrow +\infty \) we obtain a contradiction. Next we prove that \( \lambda < 0. \) Suppose that \( \lambda = 0. \) Then from (2.6) we have \( \langle x^*, x \rangle \geq \langle x^*, x' \rangle \) for all \( x \in \text{dom} g \) and \( x' \in \text{dom} f, \) hence \( \langle x^*, x \rangle \leq 0 \) for all \( x \in \text{dom} f - \text{dom} g. \) Using the condition \( 0 \in qi \left[(\text{dom} f - \text{dom} g) - (\text{dom} f - \text{dom} g)\right]\) and the second part of
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Theorem 2.1 we obtain $0 \notin \text{qri}(\text{dom } f - \text{dom } g)$, which contradicts the condition $0 \in \text{qri}(\text{dom } f - \text{dom } g)$ from $(RC)^*$. Thus we must have $\lambda < 0$ and from (2.6) we obtain:

$$\frac{1}{\lambda} x^* + \mu \leq \frac{1}{\lambda} x^* + \mu' \forall (x, \mu) \in \text{epi}(g - v(P_F)) \forall (x', \mu') \in \text{epi } f.$$

Let $r \in \mathbb{R}$ be such that

$$\mu' + \langle x_0^*, x \rangle \geq r \geq \mu + \langle x_0^*, x \rangle \forall (x, \mu) \in \text{epi}(g - v(P_F)) \forall (x', \mu') \in \text{epi } f,$$

where $x_0^* := (1/\lambda)x^*$. The first inequality yields $f(x) \geq \langle -x_0^*, x \rangle + r$ for all $x \in X$, that is $f^*(-x_0^*) \leq -r$. The second one gives us $-g(x) + v(P_F) + \langle x_0^*, x \rangle \leq r$ for all $x \in X$, hence $g^*(x_0^*) \leq r - v(P_F)$ and so we have $-f^*(-x_0^*) - g^*(x_0^*) \geq r + v(P_F) - r = v(P_F)$. This implies that $v(D_F) \geq v(P_F)$. As the opposite inequality is always true, we get $v(P_F) = v(D_F)$ and $x_0^*$ is an optimal solution of the problem $(D_F)$. \hfill \Box

Remark 2.10 (a) The proof given above relies on the separation result given in Corollary 2.1. Let us notice that alternatively, one can apply Theorem 2.1 with $U := \text{co} \left( \left\{ \text{epi } f - \text{epi}(g - v(P_F)) \right\} \cup \{(0,0)\} \right)$ and $x := (0,0) \in U$. Relation (2.6) follows and the proof can be continued as above.

(b) If the condition $(0,0) \notin \text{qri} \left( \left\{ \text{epi } f - \text{epi}(g - v(P_F)) \right\} \cup \{(0,0)\} \right)$ is removed, the duality result given above may fail. By using again Example 2.3 we show that this condition is essential. Let us notice that for the problem in Example 2.3 the condition $0 \in qri(\text{dom } f - \text{dom } g)$ is fulfilled and 0 is the unique optimal solution of the primal problem. We prove in the following that in the aforementioned scalar product on $\ell^2$, $\langle \cdot , \cdot \rangle : \ell^2 \times \ell^2 \rightarrow \mathbb{R}$ is given by $\langle x, y \rangle = \sum_{n=1}^{\infty} x_n y_n$, for all $x = (x_n)_{n \in \mathbb{N}}$, $y = (y_n)_{n \in \mathbb{N}} \in \ell^2$. For $k \in \mathbb{N}$, we denote by $e^{(k)}$ the element in $\ell^2$ such that $e^{(k)} n = 1$ if $n = k$ and $e^{(k)} n = 0$ for all $n \in \mathbb{N} \setminus \{ k \}$. We have $\text{epi } f = C \times [0, \infty)$. Further, $\text{epi}(g - v(P_F)) = \{(x, r) \in \ell^2 \times \mathbb{R} : r \leq -g(x)\} = \{(x, r) \in \ell^2 \times \mathbb{R} : x = (x_n)_{n \in \mathbb{N}} \in S, r \leq -x_1\} = \{(x, -x_1 - \varepsilon) \in \ell^2 \times \mathbb{R} : x = (x_n)_{n \in \mathbb{N}} \in S, \varepsilon \geq 0\}$. Then $A := \text{epi } f - \text{epi}(g - v(P_F)) = \{(x, x', x + \varepsilon) : x \in C, x' = (x'_n)_{n \in \mathbb{N}} \in S, \varepsilon \geq 0\}$. Take $(x^*, r^*) \in N_A(0,0)$, where $x^* = (x^*_n)_{n \in \mathbb{N}} \in \ell^2$ and $r^* \in \mathbb{R}$. We have

$$\langle x^*, x - x' \rangle + r^*(x'_1 + \varepsilon) \leq 0 \forall x \in C \forall x' = (x'_n)_{n \in \mathbb{N}} \in S \forall \varepsilon \geq 0. \quad (2.7)$$

Taking in (2.7) $x' = 0$ and $\varepsilon = 0$ we get $\langle x^*, x \rangle \leq 0$ for all $x \in C$. As $C$ is a linear subspace of $X$ we obtain

$$\langle x^*, x \rangle = 0 \forall x \in C. \quad (2.8)$$

Since $e^{(2k-1)} - e^{(2k)} \in C$ for all $k \in \mathbb{N}$, relation (2.8) implies

$$x^*_{2k-1} - x^*_{2k} = 0 \forall k \in \mathbb{N}. \quad (2.9)$$

From (2.7) and (2.8) we obtain

$$\langle -x^*, x' \rangle + r^*(x'_1 + \varepsilon) \leq 0 \forall x' = (x'_n)_{n \in \mathbb{N}} \in S \forall \varepsilon \geq 0. \quad (2.10)$$

Taking $\varepsilon = 0$ and $x' := me^1 \in S$ in (2.10), where $m \in \mathbb{Z}$ is arbitrary, we get $m(-x^*_1 + r^*) \leq 0$ for all $m \in \mathbb{Z}$, thus $r^* = x^*_1$. For $\varepsilon = 0$ in (2.10) we obtain $- \sum_{n=1}^{\infty} x^*_n x'_n + r^* x'_1 \leq 0$ for all $x' \in S$. Taking into account that $r^* = x^*_1$, we get

$$- \sum_{n=2}^{\infty} x^*_n x'_n \leq 0 \forall x' \in S. \quad (2.11)$$

As $S$ is a linear subspace of $X$ it follows $\sum_{n=2}^{\infty} x^*_n x'_n = 0$.
for all \( x' \in S \), but, since \( e^{(2k)} - e^{(2k+1)} \in S \) for all \( k \in \mathbb{N} \), the above relation shows that
\[
x_{2k}^* - x_{2k+1}^* = 0 \quad \forall k \in \mathbb{N}.
\] (2. 11)

Combining (2. 9) with (2. 11) we get \( x^* = 0 \) (since \( x^* \in \ell^2 \)). Because \( r^* = x_1^* \), we have also \( r^* = 0 \). Thus \( N_A(0, 0) = \{(0, 0)\} \) and Proposition 2.2 leads to the desired conclusion.

(c) We have the following implication
\[
(0, 0) \in q\iota \left[ \text{co} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \cup \{(0, 0)\} \right) \right] \Rightarrow 0 \in q\iota(\text{dom} f - \text{dom} g).
\]

Indeed, suppose that \( (0, 0) \in q\iota \left[ \text{co} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \cup \{(0, 0)\} \right) \right] \). Then
\[
\text{cl} \left[ \text{cone} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \cup \{(0, 0)\} \right) \right] = X \times \mathbb{R},
\]

hence (cf. (1. 1))
\[
\text{cl} \left[ \text{cone} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \right) \right] = X \times \mathbb{R}.
\]

Since the inclusion
\[
\text{cl} \left[ \text{cone} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \right) \right] \subseteq \text{cl} \left( \text{cone}(\text{dom} f - \text{dom} g) \right) \times \mathbb{R}
\]

trivially holds, we have \( \text{cl} \left( \text{cone}(\text{dom} f - \text{dom} g) \right) = X \), that is \( 0 \in q\iota(\text{dom} f - \text{dom} g) \). Hence the following implication is fulfilled
\[
0 \notin q\iota(\text{dom} f - \text{dom} g) \Rightarrow (0, 0) \notin q\iota \left[ \text{co} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \cup \{(0, 0)\} \right) \right].
\]

Nevertheless, in the regularity conditions given above one cannot substitute the condition \( (0, 0) \notin q\iota \left[ \text{co} \left( \left( \text{epi} \left( f - \hat{\text{epi}}(g - v(P_F)) \right) \right) \cup \{(0, 0)\} \right) \right] \) by the stronger, but more handleable one \( 0 \notin q\iota(\text{dom} f - \text{dom} g) \), since in all the regularity conditions \( (RC_f^i), i \in \{6, 7, 8\} \), the other hypotheses imply \( 0 \in q\iota(\text{dom} f - \text{dom} g) \) (cf. Lemma 2.3).

Let us give in the following an example which illustrates the applicability of the strong duality result introduced above.

**Example 2.4** Consider the Hilbert space \( \ell^2 = \ell^2(\mathbb{N}) \). We define the functions \( f, g : \ell^2 \to \mathbb{R} \) by
\[
f(x) = \begin{cases} 
\|x\|, & \text{if } x \in x^0 - \ell_+^2, \\
+\infty, & \text{otherwise}
\end{cases}
\]

and
\[
g(x) = \begin{cases} 
\langle c, x \rangle, & \text{if } x \in \ell_+^2, \\
+\infty, & \text{otherwise},
\end{cases}
\]

respectively, where \( x^0, c \in \ell_+^2 \) are arbitrary chosen such that \( x_n^0 > 0 \) for all \( n \in \mathbb{N} \). Note that
\[
v(P_F) = \inf_{x \in \ell_+^2 \cap (x^0 - \ell_+^2)} \{ \|x\| + \langle c, x \rangle \} = 0
\]

and the infimum is attained at \( x = 0 \). We have \( \text{dom} f = x^0 - \ell_+^2 = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : x_n \leq x_n^0 \ \forall n \in \mathbb{N}\} \) and \( \text{dom} g = \ell_+^2 \). By using Example 2.1 we get
\[
\text{dom} f \cap q\iota(\text{dom} g) = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : 0 < x_n \leq x_n^0 \ \forall n \in \mathbb{N}\} \neq \emptyset.
\]

Also, \( \text{cl} \left( \text{cone}(\text{dom} g - \text{dom} g) \right) = \ell^2 \) and so \( 0 \in q\iota(\text{dom} g - \text{dom} g) \). Further, \( \text{epi} f = \{(x, r) \in \ell^2 \times \mathbb{R} : x \in x^0 - \ell_+^2, \|x\| \leq r\} = \{(x, \|x\| + z) \in \ell^2 \times \mathbb{R} : x \in x^0 - \ell_+^2, z \geq 0\} \)

and \( \text{epi} g - v(P_F) = \{(x, r) \in \ell^2 \times \mathbb{R} : r \leq -g(x)\} = \{(x, r) \in \ell^2 \times \mathbb{R} : r \leq -g(x)\} \).
\begin{align*}
-\langle c, x \rangle, x \in \ell^2_+ \} = \{(x, -\langle c, x \rangle - \varepsilon) : x \in \ell^2_+, \varepsilon \geq 0\}. \text{ We get } epi f - \hat{\partial}G \subset \{(x - x', \|x\| + \varepsilon + \langle c, x' \rangle + \varepsilon') : x \in \ell^0 - \ell^2_+, x' \in \ell^2_+, \varepsilon, \varepsilon' \geq 0\}, \text{ hence }
\end{align*}
\begin{align*}
epi f - \hat{\partial}G = \{(x - x', \|x\| + \varepsilon + \langle c, x' \rangle + \varepsilon') : x \in \ell^0 - \ell^2_+, x' \in \ell^2_+, \varepsilon \geq 0\}.
\end{align*}

In the following we prove that \((0, 0) \notin \text{qri}(\hat{\partial}G)\). Assuming the contrary, we would have that the set \(\text{cl} \{ \text{cone}(\hat{\partial}G) \} \) is a linear subspace of \(\ell^2 \times \mathbb{R} \). Since \((0, 1) \in \text{cl} \{ \text{cone}(\hat{\partial}G) \} \) (take \(x = x' = 0 \) and \(\varepsilon = 1\)) we must have also that \((0, -1)\) belongs to this set. On the other hand, one can easily see that for all \((x, r)\) belonging to \(\text{cl} \{ \text{cone}(\hat{\partial}G) \} \) it holds \(r \geq 0\). This leads to the desired contradiction.

Hence the regularity condition (\(RC^F_5\)) is fulfilled, thus strong duality holds (cf. Theorem 2.3). On the other hand, \(\ell^2\) is a Fréchet space (being a Hilbert space), the functions \(f\) and \(g\) are proper, convex and lower semicontinuous and, as \(\text{qri}(\text{dom } f - \text{dom } g) = \text{qri}(\ell^0 - \ell^2_+) = \emptyset\), none of the regularity conditions (\(RC^F_i\)), \(i \in \{1, 2, 3, 4, 5\}\), presented at the beginning of this section can be applied for this optimization problem.

As for all \(x^* \in \ell^2\) it holds \(g^*(x^*) = \delta_{-\ell^2_+}(x^*)\) and (cf. [147, Theorem 2.8.7])
\begin{align*}
f^*(-x^*) = \inf_{x^*_1 + x^*_2 = -x^*} \{\|\| (x^*_1) + \delta_{-\ell^2_+}(x^*_2)\} = \inf_{\|x^*_1\| \leq 1, x^*_2 \in \ell^2_+} \langle x^*_2, x^* \rangle,
\end{align*}
the optimal objective value of the Fenchel dual problem is
\begin{align*}
v(D_F) = \sup_{x^*_2 \in \ell^2_+ - x^*_1} \langle -x^*_2, x^* \rangle = \sup_{\|x^*_1\| \leq 1, x^*_2 \in \ell^2_+} \langle -x^*_2, x^* \rangle = 0,
\end{align*}
while \(x^*_2 = 0\) is the optimal solution of the dual.

The following example underlines the fact that in general the regularity condition (\(RC^F_5\)) (and automatically also (\(RC^F_6\)), see Lemma 2.3(i)) is weaker than (\(RC^F_6\)) (see also Example 2.7 below).

\begin{example}
Consider the Hilbert space \(\ell^2(\mathbb{R})\) and the functions \(f, g : \ell^2(\mathbb{R}) \to \mathbb{R}\) defined for all \(s \in \ell^2(\mathbb{R})\) by
\begin{align*}
f(s) = \begin{cases} s(1), & \text{if } s \in \ell^2_+(\mathbb{R}), \\ +\infty, & \text{otherwise} \end{cases}
\end{align*}
and
\begin{align*}
g(s) = \begin{cases} s(2), & \text{if } s \in \ell^2_+(\mathbb{R}), \\ +\infty, & \text{otherwise} \end{cases}
\end{align*}
respectively. The optimal objective value of the primal problem is
\begin{align*}
v(P_F) = \inf_{s \in \ell^2_+(\mathbb{R})} \{s(1) + s(2)\} = 0
\end{align*}
and \(s = 0\) is an optimal solution (let us notice that the primal problem has infinitely many optimal solutions). We have \(\text{qri}(\text{dom } g) = \text{qri}(\ell^2_+(\mathbb{R})) = \emptyset\) (cf. Example 2.2), hence the condition (\(RC^F_6\)) fails. In the following we show that (\(RC^F_5\)) is fulfilled. One can prove that \(\text{dom } f - \text{dom } g = \ell^2_+(\mathbb{R}) - \ell^2_+(\mathbb{R}) = \ell^2(\mathbb{R})\), thus \(0 \in \text{qri}(\text{dom } f - \text{dom } g)\). Like in the previous example, the following relation holds
\begin{align*}
epi f - \hat{\partial}G = \{(s - s', s(1) + s'(2) + \varepsilon) : s, s' \in \ell^2_+(\mathbb{R}), \varepsilon \geq 0\}
\end{align*}
and with the same technique one can show that \((0,0) \notin \text{qri} (\text{epi}\ f - \text{epi}(g - v(P_F)))\). Thus \((RC^n_F)\) is fulfilled and, as a consequence strong duality holds (cf. Theorem 2.3).

Let us take a look at the dual problem. For this we have to calculate the scalar product on \(\ell^2(\mathbb{R})\). The dual space \((\ell^2(\mathbb{R}))^*\) is identified with \(\ell^2(\mathbb{R})\). For an arbitrary \(u \in \ell^2(\mathbb{R})\) we have

\[
f^*(u) = \sup_{s \in F^*} \{ \langle u, s \rangle - s(1) \} = \sup_{s \in F^*} \left\{ \sup_{r \in F} \sum_{r \text{ finite}} u(r)s(r) - s(1) \right\} = \sup_{r \in F} \left\{ \sup_{s \in F^*} \left\{ \sum_{r \text{ finite}} u(r)s(r) - s(1) \right\} \right\}.
\]

Consider \(F = \{r_1, ..., r_k\}\) an arbitrary finite subset of \(\mathbb{R}\), where \(k \in \mathbb{N}\). The inner supremum can be written as

\[
\sup_{s \in F^*} \{ u(r_1)s(r_1) + ... + u(r_k)s(r_k) - s(1) \}.
\]

One can easily prove that if \(1 \notin F\) this supremum is equal to 0 if \(u(r_i) \leq 0\) for all \(i \in \{1,...,k\}\), being \(+\infty\), otherwise. If \(1 \in F\), with \(r_{i_0} = 1\) (\(i_0 \in \{1,...,k\}\)), the supremum becomes 0, in case \(u(r_i) \leq 0\) for all \(i \in \{i,...,k\} \setminus \{i_0\}\) and \(u(1) \leq 1\), being \(+\infty\), otherwise. In conclusion,

\[
f^*(u) = \begin{cases} 
0, & \text{if } u(r) \leq 0 \forall r \in \mathbb{R} \setminus \{1\} \text{ and } u(1) \leq 1, \\
+\infty, & \text{otherwise}.
\end{cases}
\]

Similarly we compute \(g^*\) and obtain that \(v(D_F) = 0\) and \(u = 0\) is an optimal solution of the dual (moreover, the dual has infinitely many optimal solutions).

Let us mention that besides the above mentioned generalized interior-point regularity conditions, there exist in the literature the so-called closedness-type regularity conditions, considered by Burachik and Jeyakumar in Banach spaces (cf. [45]) and by Bot and Wanka in separated locally convex spaces (cf. [37]). Let us consider the following condition:

\[
(RC^n_F) \quad | \quad f \text{ and } g \text{ are lower semicontinuous and } \text{epi} f^* + \text{epi} g^* \text{ is closed in } (X^*, w(X^*, X)) \times \mathbb{R}.
\]

We have the following duality result (cf. [37]).

**Theorem 2.4** Let \(f, g : X \to \mathbb{R}\) be proper and convex functions such that \(\text{dom } f \cap \text{dom } g \neq \emptyset\). If \((RC^n_F)\) is fulfilled, then

\[
(f + g)^*(x^*) = \min \{ f^*(x^* - y^*) + g^*(y^*) : y^* \in X^* \} \forall x^* \in X^*.
\]

**Remark 2.11** (a) Let us notice that in the literature condition (2. 12) is referred to stable strong duality (see [20, 46, 128] for more details) and obviously guarantees strong duality for \((P_F) - (D_F)\). When \(f, g : X \to \mathbb{R}\) are proper, convex and lower semicontinuous functions with \(\text{dom } f \cap \text{dom } g \neq \emptyset\), the condition \((RC^n_F)\) is fulfilled if and only if (2. 12) holds (cf. [37, Theorem 3.2]).

(b) In case \(X\) is a Fréchet space and \(f, g\) are proper, convex and lower semicontinuous functions we have the following relations between the regularity conditions
considered for the primal-dual pair \((P_F) - (D_F)\) (cf. [37], see also [69] and [147, Theorem 2.8.7])

\[
(RC_{1}^F) \Rightarrow (RC_{2}^F) \Leftrightarrow (RC_{3}^F) \Rightarrow (RC_{4}^F) \Leftrightarrow (RC_{5}^F).
\]

We refer to [20, 37, 45, 128] for several examples showing that in general the implications above are strict. The implication \((RC_{1}^F) \Rightarrow (RC_{5}^F)\) holds in the general setting of separated locally convex spaces (in the hypotheses that \(f, g\) are proper, convex and lower semicontinuous).

We observe that if \(X\) is a finite-dimensional space and \(f, g\) are proper, convex and lower semicontinuous, then \((RC_{5}^F) \Rightarrow (RC_{2}^F) \Leftrightarrow (RC_{3}^F) \Rightarrow (RC_{4}^F) \). However, in the infinite-dimensional setting this is no longer true. In the following two examples we show that in general the conditions \((RC_{2}^F)\) (and automatically also \((RC_{3}^F)\), cf. Lemma 2.3(i)) and \((RC_{4}^F)\) are not comparable. In the example below, \((RC_{5}^F)\) is fulfilled, unlike \((RC_{4}^F)\).

**Example 2.6** Consider the Hilbert space \(\ell^2(\mathbb{R})\) and the functions \(f, g : \ell^2(\mathbb{R}) \to \mathbb{R}\), defined by \(f = \delta_{\ell^2_+}(\mathbb{R})\) and \(g = \delta_{-\ell^2_+}(\mathbb{R})\), respectively. We have \(\text{qri(dom } f - \text{ dom } g) = \text{qri } (\ell^2_+ (\mathbb{R})) = 0\) (cf. Example 2.2), hence all the generalized interior-point regularity conditions \((RC_{i}^F)\), \(i \in \{1, 2, 3, 4, 5, 6, 7, 8\}\) fail (cf. Remark 2.11(b) and Lemma 2.3(i)). The conjugate functions of \(f\) and \(g\) are \(f^* = \delta_{-\ell^2_+}(\mathbb{R})\) and \(g^* = \delta_{\ell^2_+}(\mathbb{R})\), respectively, hence \(\text{epi } f^* + \text{epi } g^* = \ell^2(\mathbb{R}) \times [0, \infty)\), that is the condition \((RC_{4}^F)\) holds. One can see that \(v(P_F) = v(D_F) = 0\) and \(y^* = 0\) is an optimal solution of the dual problem.

In the following we provide an example for which this time \((RC_{2}^F)\) (and automatically also \((RC_{3}^F)\), cf. Lemma 2.3(i)) is fulfilled, unlike \((RC_{4}^F)\).

**Example 2.7** Like in Example 2.3, consider the Hilbert space \(X = \ell^2(\mathbb{N})\) and the sets

\[
C = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : x_{2n-1} + x_{2n} = 0 \ \forall n \in \mathbb{N}\}
\]

and

\[
S = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : x_{2n} + x_{2n+1} = 0 \ \forall n \in \mathbb{N}\},
\]

which are closed linear subspaces of \(\ell^2\) and satisfy \(C \cap S = \{0\}\). Define the functions \(f, g : \ell^2 \to \mathbb{R}\) by \(f = \delta_C\) and \(g = \delta_S\), respectively, which are proper, convex and lower semicontinuous. The optimal objective value of the primal problem is \(v(P_F) = 0\) and \(\overline{\pi} = 0\) is the unique optimal solution of \(v(P_F)\). Moreover, \(S - C\) is dense in \(\ell^2\) (cf. [69, Example 3.3]), thus \(\text{cl } (\text{cone(dom } f - \text{ dom } g)) = \text{cl } (C - S) = \ell^2\). This implies \(0 \in \text{qri } (\text{dom } f - \text{ dom } g)\). Further, one has

\[
\text{epi } f - \widehat{\text{epi}} (g - v(P_F)) = \{(x - y, \varepsilon) : x \in C, y \in S, \varepsilon \geq 0\} = (C - S) \times [0, +\infty)
\]

and \(\text{cl } \left[\text{cone} \left(\text{epi } f - \widehat{\text{epi}} (g - v(P_F))\right)\right] = \ell^2 \times [0, +\infty)\), which is not a linear subspace of \(\ell^2 \times \mathbb{R}\), hence \((0, 0) \notin \text{qri } \left(\text{epi } f - \widehat{\text{epi}} (g - v(P_F))\right)\). All together, we get that the condition \((RC_{2}^F)\) is fulfilled, hence strong duality holds (cf. Theorem 2.3). One can prove that \(f^* = \delta_{C^\perp}\) and \(g^* = \delta_{S^\perp}\), where

\[
C^\perp = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : x_{2n-1} = 0 \ \forall n \in \mathbb{N}\}
\]

and

\[
S^\perp = \{(x_n)_{n \in \mathbb{N}} \in \ell^2 : x_1 = 0, x_{2n} = x_{2n+1} \ \forall n \in \mathbb{N}\}.
\]
Further, \( v(D_F) = 0 \) and the set of optimal solutions of the dual problem is exactly \( C^+ \cap S^+ = \{0\} \).

We show that \( (RC^F_9) \) is not fulfilled. Let us consider the element \( e^{(1)} \in \ell^2 \). We compute \( (f + g)^*(e^{(1)}) = \sup_{t \in \mathbb{F}} \{\langle e^{(1)}, t \rangle \} = 0 \) and \( (f + g)^*(e^{(1)}) = \delta_{C^+ + S^+}(e^{(1)}) \). If we suppose that \( e^{(1)} \in C^+ + S^+ \), then we would have \( e^{(1)} + S^+ \cap C^+ \neq \emptyset \). However, it has been proved in [69, Example 3.3] that \( (e^{(1)} + S^+) \cap C^+ = \emptyset \). This shows that \( (f + g)^*(e^{(1)}) = +\infty > 0 = (f + g)^*(e^{(1)}) \). Via Theorem 2.4 follows that the condition \( (RC^F_9) \) is not fulfilled and, consequently, \( (RC^F_i), \ i \in \{1, 2, 3, 4, 5\} \), fail, too (cf. Remark 2.11(b)), unlike condition \( (RC^F_9) \). Looking at \( (RC^F_9) \), one can see that this condition is also not fulfilled, since \( 0 \in \text{qi}(\text{dom} \ g − \text{dom} \ g) \) does not hold.

Finally, let us notice that one can prove directly that \( (RC^F_9) \) is not fulfilled. Indeed, we have \( \text{epi} f^* + \text{epi} g^* = (C^+ + S^+) \times [0, \infty) \). As in [69, Example 3.3], one can show that \( C^+ + S^+ \) is dense in \( \ell^2 \). If we suppose that \( C^+ + S^+ \) is closed, we would have \( C^+ + S^+ = \ell^2 \), which is a contradiction, since \( e^{(1)} \notin C^+ + S^+ \).

**Remark 2.12** Let us notice that under convexity assumptions of the functions involved, C. Li, D. Fang, G. López and M. A. López introduced in [88] a condition which equivalently characterizes stable duality, that is relation (2.12) (cf. [88, Theorem 4.6]). This condition looks like (cf. [88, Definition 3.1, Lemma 3.3 and relation (3.5)]):

\[
(C^{QLFLL}) \quad \text{epi}(f + g)^* = \text{epi} f^* + \text{epi} g^*.
\]

As noticed in [88, Corollary 3.9], in case \( f, g \) are proper, convex and lower semi-continuous functions, the conditions \( (C^{QLFLL}) \) and \( (RC^F_9) \) are equivalent. The authors gave also an example (in the finite-dimensional setting) for which \( (C^{QLFLL}) \) holds, but the regularity condition expressed by means of the quasi interior and quasi-relative interior \( (RC^F_9) \) fails (cf. [88, Example 4.1]). Example 2.7 above provides a situation where the condition \( (RC^F_9) \) is fulfilled, unlike \( (C^{QLFLL}) \).

In the following, by using the results introduced above, we give regularity conditions for the following convex optimization problem

\[
(P^A) \inf_{x \in X} \{f(x) + (g \circ A)(x)\},
\]

where \( X \) and \( Y \) are separated locally convex spaces having as topological dual spaces \( X^* \) and \( Y^* \), respectively, \( A \colon X \to Y \) is a continuous linear mapping, \( f \colon X \to \mathbb{R} \) and \( g \colon Y \to \mathbb{R} \) are proper and convex functions such that \( \text{dom} f \cap \text{dom} g \neq \emptyset \). The Fenchel dual problem to \( (P^A) \) is

\[
(D^A) \sup_{y^* \in Y^*} \{-f^*(-A^*y^*) - g^*(y^*)\}.
\]

We denote by \( v(P^A) \) and \( v(D^A) \) the optimal objective values of the primal and the dual problem, respectively. We suppose also that \( v(P^A) \in \mathbb{R} \). We consider the set

\[
A \times \text{id}_R(\text{epi} f) = \{(Ax, r) \in Y \times \mathbb{R} : f(x) \leq r\}.
\]

Let us introduce the following functions: \( F, G : X \times Y \to \mathbb{R} \), \( F(x, y) = f(x) + \delta_{\{u \in X : Au = y\}}(x) \) and \( G(x, y) = g(y) \) for all \( (x, y) \in X \times Y \). The functions \( F \) and \( G \) are proper and convex and their domains fulfill the relation

\[
\text{dom} F - \text{dom} G = X \times (\text{dom} f - \text{dom} g).
\]
2.2 Fenchel Duality

Since \( \text{epi} F = \{(x, Ax, r) : f(x) \leq r \} \) and \( \text{epi}(G - v(P^A_F)) = \{(x, y, r) : r \leq -G(x, y) + v(P^A_F)\} = X \times \text{epi}(g - v(P^A_F)), \) we obtain

\[
\text{epi} F - \text{epi}(G - v(P^A_F)) = X \times (A \times \text{id}_{\mathbb{R}}(\text{epi} f) - \text{epi}(g - v(P^A_F))).
\]

Moreover,

\[
\inf_{(x,y) \in X \times Y} \{F(x, y) + G(x, y)\} = \inf_{x \in X} \{f(x) + (g \circ A)(x)\} = v(P^A_F).
\]

On the other hand, for all \((x^*, y^*) \in X^* \times Y^*\) we have \(F^*(x^*, y^*) = f^*(x^* + A^* y^*)\) and

\[
G^*(x^*, y^*) = \begin{cases} g^*(y^*), & \text{if } x^* = 0, \\ +\infty, & \text{otherwise.} \end{cases}
\]

Therefore

\[
\sup_{x^* \in X^*, y^* \in Y^*} \{-F^*(-x^*, -y^*) - G^*(x^*, y^*)\} = \sup_{y^* \in Y^*} \{-f^*(-A^* y^*) - g^*(y^*)\} = v(D^A_F).
\]

We consider the following regularity conditions:

\[
(RC^F_{1A}) \quad A(\text{dom } f) \cap \text{qri}(\text{dom } g) \neq \emptyset, \quad 0 \in \text{qri}(\text{dom } g - \text{dom } g) \quad \text{and} \quad (0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right];
\]

\[
(RC^F_{2A}) \quad 0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right) \quad \text{and} \quad (0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right];
\]

and

\[
(RC^F_{3A}) \quad 0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right); \quad 0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right) \quad \text{and} \quad (0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right].
\]

Similar remarks as in Lemma 2.3 can be made also for the regularity conditions \((RC^F_i), i \in \{1, 2, 3\}\).

**Lemma 2.4** Under the hypotheses we work with the following statements hold:

(i) \((RC^F_{1A}) \Rightarrow (RC^F_{2A}) \iff (RC^F_{3A})\);

(ii) in case the primal problem has an optimal solution, the condition \((0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right] \) can be equivalently written as \((0, 0) \notin \text{qri} \left( A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F)) \right)\);

(iii) if \(0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right) \), then the condition \((0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right] \) is equivalent to \((0, 0) \notin \text{qri} \left[ \text{co} \left( (A \times \text{id}_{\mathbb{R}}(\text{epi } f) - \text{epi}(g - v(P^A_F))) \cup \{(0, 0)\} \right) \right].

**Remark 2.13** The condition \(0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right) \) implies relation \(0 \in \text{qri} \left( A(\text{dom } f) - \text{dom } g \right) \) in Lemma 2.4(iii).
Applying Theorem 2.3 for the functions $F$ and $G$ defined above and taking into account the above mentioned properties we obtain the following strong duality result concerning the primal-dual pair $(P^A_f) - (D^A_f)$.

**Theorem 2.5** Suppose that one of the regularity conditions $(RC^F_i)$, $i \in \{1, 2, 3\}$, is fulfilled. Then $v(P^A_f) = v(D^A_f)$ and $(D^A_f)$ has an optimal solution.

**Remark 2.14** Let us notice that Borwein and Lewis gave in [14] some regularity conditions by means of the quasi-relative interior, in order to guarantee strong duality for the pair $(P^A_f) - (D^A_f)$. However, they considered a more restrictive case, namely that the codomain of the linear operator is finite-dimensional. We consider here a more general framework, when both of the spaces are infinite-dimensional.

### 2.3 Lagrange duality

Consider the optimization problem

$$(P_L) \quad \inf_{x \in S} f(x),$$

where $X$ and $Y$ are separated locally convex spaces, $S$ is a non-empty convex subset of $X$, $f: X \to \mathbb{R}$ is proper and convex, $C \subseteq Y$ is a non-empty convex cone, $g: X \to Y^*$ is proper and $C$-convex and the feasible set $T = \{x \in S : g(x) \in -C\}$ is assumed to be non-empty. The Lagrange dual problem associated to $(P_L)$ is

$$(D_L) \quad \sup_{\lambda \in \mathcal{C}} \inf_{x \in S} \{f(x) + \langle \lambda, g(x) \rangle\}.$$ 

Like in the previous section, let us recall some regularity conditions from the literature which guarantee strong duality:

- $(RC^L_1)$ \quad $\exists x' \in \text{dom } f \cap S$ such that $g(x') \in -\text{int}(C)$;
- $(RC^L_2)$ \quad $X$ and $Y$ are Fréchet spaces, $S$ is closed, $f$ is lower semicontinuous, $g$ is $C$-epi-closed and $0 \in \text{int} (g(\text{dom } f \cap S \cap \text{dom } g) + C)$;
- $(RC^L_3)$ \quad $X$ and $Y$ are Fréchet spaces, $S$ is closed, $f$ is lower semicontinuous, $g$ is $C$-epi-closed and $0 \in \text{core} (g(\text{dom } f \cap S \cap \text{dom } g) + C)$;
- $(RC^L_4)$ \quad $X$ and $Y$ are Fréchet spaces, $S$ is closed, $f$ is lower semicontinuous, $g$ is $C$-epi-closed, $0 \in \text{icr} (g(\text{dom } f \cap S \cap \text{dom } g) + C)$ and $\text{aff} (g(\text{dom } f \cap S \cap \text{dom } g) + C)$ is a closed linear subspace of $Y$;

and

- $(RC^L_5)$ \quad $X$ and $Y$ are Fréchet spaces, $S$ is closed, $f$ is lower semicontinuous, $g$ is $C$-epi-closed and $0 \in \text{squi} (g(\text{dom } f \cap S \cap \text{dom } g) + C)$.

**Remark 2.15** The condition $(RC^L_1)$ is the classical Slater constraint qualification. The above regularity conditions guarantee strong duality (cf. [20], see also [80] and [36] for stronger conditions). In case $X$ and $Y$ are Fréchet spaces, $S$ is closed, $f$ is lower semicontinuous and $g$ is $C$-epi-closed, we have $(RC^L_1) \Rightarrow (RC^L_2) \Leftrightarrow (RC^L_3) \Rightarrow (RC^L_4) \Leftrightarrow (RC^L_5)$ (cf. [69], see also Remark 2.7). We refer to [80] and [36] (see also [20]) for the so-called closedness-type regularity conditions which ensure strong duality, too.
2.3 LAGRANGE DUALITY

By using an approach due to MAGNANTI (cf. [91]), in this section we derive from the Fenchel duality results given in the previous section duality results concerning the primal optimization problem with geometric and cone constraints and its Lagrange dual problem.

We work in the following setting. Let $X$ be a topological vector space and $S$ a non-empty subset of $X$. Let $Y$ be a separated locally convex space partially ordered by a non-empty convex cone $C \subseteq Y$. Let $f : S \to \mathbb{R}$ and $g : S \to Y$ be two functions such that the pair $(f, g) : S \to \mathbb{R} \times Y$, defined by $(f, g)(x) = (f(x), g(x))$ for all $x \in S$, is convex-like with respect to the cone $\mathbb{R}_+ \times C \subseteq \mathbb{R} \times Y$, that is the set $(f, g)(S) + \mathbb{R}_+ \times C$ is convex. Let us notice that this property implies that the sets $f(S) + [0, \infty)$ and $g(S) + C$ are convex (the reverse implication does not always hold). Let us denote by $v(P_L)$ and $v(D_L)$ the optimal objective values of the primal and the dual problem, respectively. As in the previous section, we suppose that $v(P_L)$ is a real number.

Consider the following convex set
\[
\mathcal{E}_{v(P_L)} = \{(f(x) + \alpha - v(P_L), g(x) + y) : x \in S, \alpha \geq 0, y \in C\} \subseteq \mathbb{R} \times Y.
\]

Let us notice that the set $-\mathcal{E}_{v(P_L)}$ is in analogy to the conic extension, a notion used by F. GIANNESI in the theory of image space analysis (see [66]). One can prove that the primal problem $(P_L)$ has an optimal solution if and only if $(0, 0) \in \mathcal{E}_{v(P_L)}$. Let us introduce the functions $f_1, f_2 : \mathbb{R} \times Y \to \mathbb{R}$, 
\[
f_1(r, y) = \begin{cases} \quad r, & \text{if } (r, y) \in \mathcal{E}_{v(P_L)} + (v(P_L), 0), \\ \quad +\infty, & \text{otherwise} \end{cases}
\]
and $f_2 = \delta_{\mathbb{R} \times (-C)}$, respectively. One can prove that
\[
\text{dom } f_1 - \text{dom } f_2 = \mathbb{R} \times (g(S) + C). \tag{2.13}
\]

Further, $\text{epi } f_1 = \{(r, y, s) \in \mathbb{R} \times Y \times \mathbb{R} : (r, y) \in \mathcal{E}_{v(P_L)} + (v(P_L), 0), r \leq s\} = \{(f(x) + \alpha, g(x) + y, s) : x \in S, \alpha \geq 0, y \in C, f(x) + \alpha \leq s\}$ and $\text{epi } (f_1 - v(P_L)) = \{(r, y, s) \in \mathbb{R} \times Y \times \mathbb{R} : r \leq f_1(r, y) + v(P_L)\} = \{(r, y, s) \in \mathbb{R} \times Y \times \mathbb{R} : r \leq f_1(r, y) + v(P_L)\} = \mathbb{R} \times (-C) \times (-\infty, v(P_L))$. Thus $\text{epi } f_1 - \text{epi } (f_2 - v(P_L)) = \text{epi } f_1 + \mathbb{R} \times C \times (-v(P_L)) + \infty = \{(f(x) + \alpha + a, g(x) + y, s - v(P_L) + \varepsilon) : x \in S, \alpha \geq 0, a \in \mathbb{R}, y \in C, \varepsilon \geq 0, f(x) + \alpha \leq s\} = \{(f(x) + \alpha + a, g(x) + y, f(x) + \alpha + \varepsilon - v(P_L)) : x \in S, \alpha \geq 0, a \in \mathbb{R}, y \in C, \varepsilon \geq 0\}$ and this means that
\[
\text{epi } f_1 - \text{epi } (f_2 - v(P_L)) = \mathbb{R} \times \{(g(x) + y, f(x) + \alpha - v(P_L)) : x \in S, \alpha \geq 0, y \in C\}.
\]

Moreover, as pointed out by MAGNANTI (cf. [91]), we have
\[
\inf_{(r, y) \in \mathbb{R} \times Y} \{f_1(r, y) + f_2(r, y)\} = \inf_{x \in S} \left\{ f(x) = v(P_L) \right\} \tag{2.14}
\]
and
\[
\sup_{(r^*, y^*) \in \mathbb{R} \times Y^*} \{-f_1^*(-r^*, -y^*) - f_2^*(r^*, y^*)\} = \sup_{\lambda \in \mathbb{R}} \inf_{x \in S} \{f(x) + \langle \lambda, g(x) \rangle\} = v(D_L). \tag{2.15}
\]

By considering the relations $(RC_i^P)$, $i \in \{6, 7, 8\}$, for the pair of functions $(f_1, f_2)$ and using the approach due to MAGNANTI, one can derive the following regularity conditions by means of the quasi interior and quasi-relative interior:

\[
(RC_i^P) \quad \text{cl}(C - C) = Y, \quad \exists x' \in S \text{ such that } g(x') \in -\text{qri}(C) \quad \text{and} \quad (0, 0) \notin \text{qri} \left\{ \text{co} \left\{ \mathcal{E}_{v(P_L)} \cup \{(0, 0)\} \right\} \right\};
\]
Remark 2.16 The fact that the condition \((RC^L_i)\) written for the pair \((f_1, f_2)\) is equivalent to \((RC^L_i)\) follows from the relation \( qri(C) + C = qri(C) \), which is a direct consequence of Proposition 2.3(v). Let us notice that the condition \((RC_{i6})\) is considered also in [101] in case \(Y\) is a normed space.

We study in the following the relations between the above considered regularity conditions.

**Lemma 2.5** Suppose that \( \text{cl}(C - C) = Y \) and \( \exists x' \in S \text{ such that } g(x') \in -\text{qri}(C) \). Then the following assertions are true

(i) \( 0 \in \text{qri}(g(S) + C) \);

(ii) \( \text{cl} \left( \text{cone} \left( \text{qri}(g(S) + C) \right) \right) = Y \).

**Proof.** (i) The condition \( \text{cl}(C - C) = Y \) implies \( 0 \in \text{qri}(C - C) \), while the Slater-type condition \( g(x') \in -\text{qri}C \) ensures that \( \text{qri}(C) \cap (-g(S) - C) \neq \emptyset \). Hence, by Lemma 2.1(i) we obtain \( 0 \in \text{qri} \left( C - (-g(S) - C) \right) \) which is nothing else than \( 0 \in \text{qri}(g(S) + C) \).

(ii) From (i) it follows that \( 0 \in \text{qri}(g(S) + C) \), hence \( \text{qri}(g(S) + C) \neq \emptyset \). Applying Proposition 2.3 (ix) we get \( \text{cl} \left( \text{cone}(\text{qri}(g(S) + C)) \right) = \text{cl} \left( \text{cone}(g(S) + C) \right) = Y \), the later equality being a consequence of (i). \( \square \)

Similar remarks as in Lemma 2.3 can be made also for the regularity conditions \((RC^L_i), i \in \{6, 7, 8\}\).

**Lemma 2.6** Under the hypotheses we work with the following statements hold:

(i) \( (RC^L_6) \Rightarrow (RC^L_7) \Leftrightarrow (RC^L_8) \);

(ii) in case the primal problem has an optimal solution, the condition \( (0, 0) \notin qri \left( \text{cone}(\text{qri}(g(S) + C)) \right) \) can be equivalently written as \( (0, 0) \notin qri \left( \text{cone}(g(S) + C) \right) \);

(iii) if \( 0 \in qri \left( (g(S) + C) - (g(S) + C) \right) \), then the condition \( (0, 0) \notin qri \left( \text{cone}(\text{qri}(g(S) + C)) \right) \) is equivalent to \( (0, 0) \notin qri \left( \text{cone}(g(S) + C) \right) \).

**Remark 2.17** Let us notice that a sufficient condition for the fulfillment of \( 0 \in qri \left( (g(S) + C) - (g(S) + C) \right) \) in Lemma 2.6(iii) is \( 0 \in qri(g(S) + C) \). This is a direct consequence of the inclusion \( g(S) + C \subseteq (g(S) + C) - (g(S) + C) \).

**Remark 2.18** Similarly as in Remark 2.10(c), one can prove the implication

\[
(0, 0) \in qri \left( \text{cone}(\text{qri}(g(S) + C)) \right) \Rightarrow 0 \in qri(g(S) + C).
\]

Let us mention that one cannot substitute in \((RC^L_i), i \in \{6, 7, 8\}\), the condition \( (0, 0) \notin qri \left( \text{cone}(\text{qri}(g(S) + C)) \right) \) by \( 0 \notin qri(g(S) + C) \), since this would be in contradiction with the other assumptions (see Lemma 2.5 and Lemma 2.6).

Applying Theorem 2.3 for the functions \( f_1 \) and \( f_2 \) defined above and taking into account the above presented approach of MAGNANTI we obtain the following strong duality result concerning the primal-dual pair \((P_L) - (D_L)\).
2.3 LAGRANGE DUALITY

**Theorem 2.6** Suppose that one of the regularity conditions \((RC_i^L)\), \(i \in \{6, 7, 8\}\), is fulfilled. Then \(v(P_L) = v(D_L)\) and \((D_L)\) has an optimal solution.

Let us give in the following an example which underlines the applicability of the above strong duality theorem (for another example we refer to [25, Example 4.1]).

**Example 2.8** Consider again the Hilbert space \(\ell^2(\mathbb{N})\) and the following setting: \(S = C = \ell^2_+, f : \ell^2_+ \to \mathbb{R}, f(x) = \langle c, x \rangle\) and \(g : \ell^2_+ \to \mathbb{R}, g(x) = x - x^0\), where \(c, x^0 \in \ell^2_+\) are arbitrary chosen such that \(x^0_n > 0\) for all \(n \in \mathbb{N}\). The feasible set of the primal problem is \(T = \ell^2_+ \cap (x^0 - \ell^2_+) \neq \emptyset\) and it holds

\[
v(P_L) = \inf_{x \in T} \langle c, x \rangle = 0,
\]

while \(\overline{x} = 0\) is an optimal solution of the primal problem. The condition \(cl(C - C) = \ell^2\) is obviously satisfied and we have that (cf. Example 2.1) \(\{x \in S : g(x) \in -qri(C)\} = \{x = (x_n)_{n \in \mathbb{N}} \in \ell^2 : 0 \leq x_n < x^0_n \ \forall n \in \mathbb{N}\}\). This is a non-empty set, hence the Slater-type condition is also fulfilled. We prove in the following that \(L\) is fulfilled. Then \(\langle 0, 0 \rangle \not\in qri\left(E_{v(P_L)}\right)\). An arbitrary element \((r^*, x^*) \in \mathbb{R} \times \ell^2\) belongs to \(N_{E_{v(P_L)}}(0, 0)\) if and only if

\[
r^*(\langle c, x \rangle + \alpha) + \langle x^*, x - x^0 + y \rangle \leq 0 \ \forall x \in \ell^2_+ \ \forall \alpha \geq 0 \ \forall y \in \ell^2_+.
\]

One can observe that \((-1, 0) \in N_{E_{v(P_L)}}(0, 0)\), which ensures that \(N_{E_{v(P_L)}}(0, 0) \neq \{(0, 0)\}\). By using Proposition 2.2 we obtain the conclusion. By Lemma 2.6, the condition \((RC_i^L)\) is fulfilled and hence strong duality holds. Let us notice that, since \(g(S) + C = \ell^2_+ - x^0\), none of the regularity conditions \((RC_i^L)\), \(i \in \{1, 2, 3, 4, 5\}\), presented in this section can be applied to this problem (see Example 2.1). The optimal objective value of the Lagrange dual problem is

\[
v(D_L) = \sup_{\lambda \in \ell^2_+} \inf_{x \in \ell^2_+} \{\langle c, x \rangle + \langle \lambda, x - x^0 \rangle\}
\]

\[
= \sup_{\lambda \in \ell^2_+} \left\{ -\langle \lambda, x^0 \rangle + \inf_{x \in \ell^2_+} \langle c + \lambda, x \rangle \right\} = \sup_{\lambda \in \ell^2_+} \langle -\lambda, x^0 \rangle = 0
\]

and \(\overline{\lambda} = 0\) is an optimal solution of the dual.

The following example considered by Daniele and Giuffrè in [58] shows that if the condition \((0, 0) \not\in qri\left[co(E_{v(P_L)} \cup \{(0, 0)\})\right]\) is removed, the strong duality result may fail.

**Example 2.9** Let be \(X = S = Y = \ell^2\) and \(C = \ell^2_+\). Take \(f : \ell^2 \to \mathbb{R}, f(x) = \langle c, x \rangle\), where \(c = (c_n)_{n \in \mathbb{N}}, c_n = \frac{1}{n}\) for all \(n \in \mathbb{N}\) and \(g : \ell^2 \to \ell^2, g(x) = -Ax\), where \((Ax)_n = (1/2^n)x_n\) for all \(n \in \mathbb{N}\). Then \(T = \{x \in \ell^2 : Ax \in \ell^2_+\} = \ell^2_+\). It holds \(cl(\ell^2_+ - \ell^2) = \ell^2\) and \(qri(\ell^2) \neq \emptyset\). We also have that

\[
v(P_L) = \inf_{x \in \ell^2} \langle c, x \rangle = 0
\]

and \(x = 0\) is an optimal solution of the primal problem. On the other hand, for \(\lambda \in C^* = \ell^2_+,\) it holds

\[
\inf_{x \in \ell^2} \{f(x) + \langle \lambda, g(x) \rangle\} = \inf_{x \in \ell^2} \{\langle c, x \rangle + \langle \lambda, g(x) \rangle\}
\]

\[
= \inf_{x = (x_n)_{n \in \mathbb{N}}} \left( \sum_{n=1}^{\infty} \frac{1}{n}x_n - \sum_{n=1}^{\infty} \lambda_n \frac{1}{2^n}x_n \right) = \inf_{(x_n)_{n \in \mathbb{N}}} \sum_{n=1}^{\infty} \left( \frac{1}{n} - \frac{\lambda_n}{2^n} \right) x_n
\]
\[ v(D_L) = \begin{cases} 0, & \text{if } \lambda_n = \frac{2^n}{n} \forall n \in \mathbb{N}, \\ -\infty, & \text{otherwise}. \end{cases} \]

Since \((2^n/n)_{n \in \mathbb{N}}\) does not belong to \(\ell^2\), we obtain \(v(D_L) = -\infty\), hence strong duality fails.

Moreover, it is not surprising that strong duality does not hold, since not all the conditions in \((RC^-_k)\), \(i \in \{6, 7, 8\}\), are fulfilled. This follows as one can prove that \((0, 0) \in q(\mathcal{E}(P_L))\). Indeed, take an arbitrary element \((r^*, x^*) \in N_{\mathcal{E}(P_L)}(0, 0)\) with \(x^* = (x^*_n)_{n \in \mathbb{N}} \in \ell^2\) and \(r^* \in \mathbb{R}\). Then we have

\[
r^* \langle (c, x) + \alpha \rangle + \langle x^*, g(x) + y \rangle \leq 0 \forall x \in \ell^2 \forall \alpha \geq 0 \forall y \in \ell^2_+ \tag{2.16}
\]

that is

\[
r^* \left( \sum_{n=1}^{\infty} \frac{1}{n} x_n + \alpha \right) + \sum_{n=1}^{\infty} x_n^* \left( -\frac{1}{2^n} x_n + y_n \right) \leq 0
\]

\[
\forall x = (x_n)_{n \in \mathbb{N}} \in \ell^2 \forall \alpha \geq 0 \forall y = (y_n)_{n \in \mathbb{N}} \in \ell^2_+.
\]

Taking \(\alpha = 0\) and \(y_n = 0\) for all \(n \in \mathbb{N}\) in the relation above we get

\[
\sum_{n=1}^{\infty} \left( r^* \frac{1}{n} - \frac{1}{2^n} x_n^* \right) x_n \leq 0 \forall x = (x_n)_{n \in \mathbb{N}} \in \ell^2,
\]

which implies \(x^*_n = r^*(2^n/n)\) for all \(n \in \mathbb{N}\). Since \(x^* \in \ell^2\), we must have \(r^* = 0\) and hence \(x^* = 0\). Thus \(N_{\mathcal{E}(P_L)}(0, 0) = \{(0, 0)\}\) and so \((0, 0) \in q(\mathcal{E}(P_L))\) (cf. Proposition 2.2).

As in the previous section, we show that in general the condition \((RC^-_k)\) (and automatically also \((RC^-_6)\), see Lemma 2.6(i)) is weaker than \((RC^-_6)\).

Example 2.10 Consider the following setting: \(X = Y = \ell^2(\mathbb{R})\), \(S = C = \ell^2_+(\mathbb{R})\) and the functions \(f : \ell^2_+(\mathbb{R}) \to \mathbb{R}, g : \ell^2_+(\mathbb{R}) \to \ell^2(\mathbb{R})\) defined by \(f(s) = \|s\|\) and \(g(s) = -s\), for all \(s \in \ell^2_+(\mathbb{R})\), respectively. For the primal problem we have

\[
v(P_L) = \inf_{s \in \ell^2_+(\mathbb{R})} \|s\| = 0
\]

and \(s = 0\) is an optimal solution. Since \(q(\ell^2_+(\mathbb{R})) = \emptyset\) (cf. Example 2.2), the condition \((RC^-_6)\) fails. Further, \(g(S) + C = -\ell^2_+(\mathbb{R}) + \ell^2_+(\mathbb{R}) = \ell^2(\mathbb{R}), \) hence \(0 \in q(\mathcal{E}(P_L))\). Like in Example 2.8 one can prove that \((0, 0) \not\in q(\mathcal{E}(P_L))\), thus the condition \((RC^-_k)\) is fulfilled (see also Lemma 2.6), hence strong duality holds (cf. Theorem 2.6). The optimal objective value of the dual problem is

\[
v(D_L) = \sup_{\lambda \in \ell^2_+(\mathbb{R})} \inf_{s \in \ell^2_+(\mathbb{R})} \{\|s\| - \langle \lambda, s \rangle\}.
\]

For every \(\lambda \in \ell^2_+(\mathbb{R})\) the inner infimum in the above relation can be written as (cf. [147, Theorem 2.8.7])

\[
\inf_{s \in \ell^2_+(\mathbb{R})} \{\|s\| - \langle \lambda, s \rangle\} = -\sup_{s \in \ell^2_+(\mathbb{R})} \{\langle \lambda, s \rangle - \|s\|\} = -(\|\cdot\| + \delta_{\ell^2_+(\mathbb{R})})^*(\lambda)
\]

\[
= -\delta_{\overline{B}(0,1) - \ell^2_+(\mathbb{R})}(\lambda) = -\delta_{\overline{B}(0,1) - \ell^2_+(\mathbb{R})}(\lambda),
\]

where \(\overline{B}(0,1)\) is the closed unit ball of \((\ell^2(\mathbb{R}))^* = \ell^2(\mathbb{R})\). We get \(v(D_L) = 0\) and every \(\lambda \in \ell^2_+(\mathbb{R}) \cap (\overline{B}(0,1) - \ell^2_+(\mathbb{R}))\) is an optimal solution of the dual (in particular also \(\lambda = 0\)).
Remark 2.19 Let us mention that Jeyakumar and Wolkowicz have introduced in [83] some regularity conditions in terms of the quasi-relative interior, in order to guarantee Lagrange duality. However, most of these conditions require the interior of the ordering cone to be non-empty, which is not always fulfilled, as we pointed out at the beginning of the chapter.

For the rest of this section we revisit some results recently given on this topic which, unfortunately, have either superfluous or contradictory hypotheses. One can overcome these drawbacks by using the results presented in this chapter.

A regularity condition for strong duality for the pair \((P_L) - (D_L)\) was proposed by Cammaroto and Di Bella in [53, Theorem 2.2]:

Let \(X\) be a topological vector space and let \(S\) be a non-empty subset of \(X\); let \((Y, \| \cdot \|)\) be a normed space partially ordered by a convex cone \(C\); let \(f : S \to \mathbb{R}\) and \(g : S \to Y\) be two functions such that the function \((f, g) : S \to \mathbb{R} \times Y\) defined above is convex-like with respect to the cone \(\mathbb{R}_+ \times C\) of \(\mathbb{R} \times Y\), \(\text{qri}(g(S) + C) \neq \emptyset\) and \(\text{cl}\{\text{cone}(\text{qri}(g(S) + C))\}\) is not a linear subspace of \(Y\). Let the set \(T = \{x \in S : g(x) \in -C\}\) be non-empty. In addition, suppose that \(\text{qri}(C) \neq \emptyset\) and \(\text{cl}(C - C) = Y\).

If the problem \((P_L)\) is solvable and there exists \(x' \in S\) with \(g(x') \in -\text{qri}(C)\), then the problem \((D_L)\) is also solvable and the extrema of the problems are equal.

Lemma 2.5 shows that this theorem finds no application, since the hypotheses are contradictory. Let us notice that [53, Theorem 2.2] was used also in [67,68] for generalized complementarity problems.

In [59] Daniele, Giuffrè, Idone and Maugeri considered the following notion regarding the problem \((P_L)\): we say that Assumption S is fulfilled at \(x_0 \in T\) if

\[
(\text{Assumption S}) \quad T_{\tilde{M}}(f(x_0),0) \cap ((-\infty,0) \times 0) = \emptyset,
\]

where

\[
\tilde{M} := \{(f(x) + \alpha, g(x) + y) : x \in S \setminus T, \alpha \geq 0, y \in C\}.
\]

They also formulated the following strong duality theorem (cf. [59, Theorem 4]):

Let \(X\) be a topological vector space and \(S\) a non-empty subset of \(X\); let \((Y, \| \cdot \|)\) be a normed space partially ordered by a convex cone \(C\). Let \(f : S \to \mathbb{R}\) and \(g : S \to Y\) be two functions such that the function \((f, g) : S \to \mathbb{R} \times Y\) defined above is convex-like with respect to the cone \(\mathbb{R}_+ \times C\) of \(\mathbb{R} \times Y\). Let the set \(T = \{x \in S : g(x) \in -C\}\) be non-empty and let us assume that \(\text{qri} C \neq \emptyset\), \(\text{cl}(C - C) = Y\) and there exists \(\pi \in S\) with \(g(\pi) \in -\text{qri} C\). Then if the problem \((P_L)\) is solvable and Assumption S is fulfilled at the extremal solution \(x_0 \in T\) to the problem \((P_L)\), also the problem \((D_L)\) is solvable, the extrema values of both problems are equal and it results

\[
\langle \pi, g(x_0) \rangle = 0,
\]

where \(\pi \in C^*\) is the extremal point of the problem \((D_L)\).

Remark 2.20 We emphasize that Assumption S is fulfilled at an optimal solution of the primal problem if and only for the pair \((P_L) - (D_L)\) strong duality holds (see [25, Corollary 3.1]). This means that the other assumptions which involve also the quasi-relative interior in the result presented above are superfluous. Moreover, for the primal optimization problem with both cone and equality constraints a similar Assumption S is used in [58, Theorem 3.1]. Again, this condition is equivalent to strong duality, making the other conditions considered by the authors superfluous (cf. [25, Corollary 3.1]). For a detailed proof of the above considerations concerning Assumption S we refer to [25]. Finally, let us mention that the Assumption S,
together with other conditions expressed via the quasi-relative interior, are used in other papers too, like [57,99].

**Remark 2.21** A valuable strong duality theorem for the primal optimization problem with cone and equality constraints and its Lagrange dual problem is given in [70] by means of the quasi interior and quasi-relative interior.

**Remark 2.22** A comparison of the regularity conditions introduced in this chapter by means of the quasi interior and quasi-relative interior with the classical ones mentioned in the last two sections of this chapter is provided in [24].
Chapter 3

Sequential optimality conditions in convex optimization

The theory developed in this chapter is motivated by the followings. Consider the convex optimization problem

\[ (P^f_0) \inf_{x \in D} f(x), \]

where \( f : X \to \mathbb{R} \) is a proper and convex function, \( X \) is a separated locally convex space and \( D \) is a non-empty convex subset of \( X \). The celebrated Pshenichnyi-Rockafellar Lemma (see [116,120,147]) provides a necessary and sufficient optimality condition for the problem \((P^f_0)\), whenever a regularity condition is fulfilled: in case \( \text{dom} f \cap \text{int}(D) \neq \emptyset \) (or \( f \) is continuous at some \( x_0 \in \text{dom} f \cap D \)), an element \( a \in \text{dom} f \cap D \) is an optimal solution of the problem \((P^f_0)\) if and only if \( 0 \in \partial f(a) + N_D(a) \). This is a very important result in convex optimization with many applications. Nevertheless, it has some disadvantages. First of all, \( a \) can be a minimizer of \( f \) on \( D \) even if \( 0 \not\in \partial f(a) + N_D(a) \) (as, for instance, the set \( \partial f(a) \) could be empty; see [84] for such an example). Moreover, the regularity conditions are not always fulfilled even in the finite-dimensional case. The same disadvantages arise also in the case of optimization problems with geometric and cone constraints.

Trying to eliminate these drawbacks, many mathematicians have given optimality conditions that do not require any regularity condition. With respect to the problem \((P^f_0)\), a nice generalization of the Pshenichnyi-Rockafellar Lemma was recently given by Jeyakumar and Wu in [84]. It is stated in terms of a sequence of \( \varepsilon \)-subdifferentials and \( \varepsilon \)-normal sets and provides a necessary and sufficient optimality condition without asking the fulfillment of any regularity condition.

For the problem with geometric and cone constraints various modified Lagrange multiplier conditions without regularity conditions have been given in the literature (cf. [8,9,17,18,56,79,87]). Moreover, in [81] and [86], several qualification free sequential optimality conditions for this problem are introduced. In [136] Thibault gave a sequential form of the Lagrange multiplier rule in the case the cone which appears in the constraint set is convex, closed and normal. Other sequential characterizations can be found in literature in [77,104,135,137].

Motivated by these considerations we give in Section 3.1 sequential optimality conditions without any regularity condition for the general convex optimization problem

\[ (P_\Phi) \inf_{x \in X} \Phi(x,0), \]
where $\Phi : X \times Y \to \mathbb{R}$, the so-called perturbation function, is proper, convex and lower semicontinuous and $X,Y$ are Banach spaces, $X$ being supposed reflexive. This sequential characterization is obtained by using the properties of the infimal value function of the conjugate $\Phi^*$ and the formula for the epigraph of a conjugate function written in terms of the $\varepsilon$-subdifferential (see (1.3)). Combining the above condition with a version of the Brøndsted-Rockafellar Theorem (see Theorem 1.1), we obtain another qualification free sequential characterization of optimal solutions involving the classical (convex) subdifferential.

In the last three sections of this chapter we consider particular instances of the general results, rediscovering and, in many situations, even improving some sequential optimality conditions given in the literature by Jeyakumar and Wu and Thibault, respectively. The main results of this chapter are Theorem 3.1 and Theorem 3.2 and the theory presented here is based on [27,28].

### 3.1 A general approach via perturbation theory

Consider $(X, \|\cdot\|)$ a reflexive Banach space, $(Y, \|\cdot\|)$ a Banach space and $(X^*, \|\cdot\|_*)$, $(Y^*, \|\cdot\|_*)$ their topological dual spaces, respectively. Although the spaces $X,Y$ and $X^*, Y^*$, respectively, are endowed with different norms, we use the same notations for these as there is no danger of confusion. Let $\{x_n^* : n \in \mathbb{N}\}$ be a sequence in $X^*$. We write $x_n^* \xrightarrow{w^*} 0$ $(x_n^* \xrightarrow{\|\cdot\|_*} 0)$ for the case when $x_n^*$ converges to 0 in the weak* (strong) topology on $X^*$. We make the following convention: if in a certain property the convergence in the dual space we write $x_n^* \to 0$ $(n \to +\infty)$, we understand that the property holds no matter which of the two topologies (weak* or strong) is used.

The following property will be frequently used in this chapter:

$$
\text{if } x_n^* \to 0 \text{ and } x_n \to a \ (n \to +\infty), \text{ then } (x_n^*, x_n) \to 0 \ (n \to +\infty),
$$

where $\{x_n : n \in \mathbb{N}\} \subseteq X$, $a \in X$ and $x_n \to a \ (n \to +\infty)$ means $\|x_n - a\| \to 0$ $(n \to +\infty)$, that is the convergence in the topology induced by the norm on $X$. On $X \times Y$ we use the norm $\|(x, y)\| = \sqrt{\|x\|^2 + \|y\|^2}$, for $(x, y) \in X \times Y$. The norm on $X^* \times Y^*$ is defined analogously.

Let $\Phi : X \times Y \to \mathbb{R}$ be a given function. The so-called perturbation function $\Phi$ plays a determinant role in the duality theory as it can be used for constructing a dual problem to a given primal optimization problem. More precisely, the dual problem is defined by using the conjugate of $\Phi$ (we refer to [20, 60, 147] for a comprehensive study of the perturbation theory). The classical duality approaches, like Fenchel duality and Lagrange duality, can be seen as particular cases of this general theory.

In this section we give sequential optimality conditions for the general optimization problem

$$(P_{\Phi}) \quad \inf_{x \in X} \Phi(x, 0).$$

To this end we consider the infimal value function $\eta : X^* \to \mathbb{R}$ of the conjugate $\Phi^*$ defined by $\eta(x^*) = \inf_{y^* \in Y^*} \Phi^*(x^*, y^*)$ for all $x^* \in X^*$. Let us notice that, since $\Phi^*$ is a convex function on $X^* \times Y^*$, $\eta$ is a convex function on $X^*$.

We begin our investigation by establishing a result which holds also in the framework of separated locally convex spaces.

**Lemma 3.1** Let $\Phi : X \times Y \to \mathbb{R}$ be a proper, convex and lower semicontinuous function such that $0 \in \text{pr}_Y (\text{dom} \Phi)$. Then $a \in \text{dom} \Phi(\cdot, 0)$ is an optimal solution of the problem $(P_{\Phi})$ if and only if $(0, -\eta^*(a)) \in \text{cl}_{w^* \times \mathbb{R}} (\text{epi} \eta)$.
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Proof. One can see that \( \text{dom} \eta \neq \emptyset \) and \( \eta^*(x) = (\Phi^*)^*(x, 0) = \Phi(x, 0) \) for all \( x \in X \). We get that \( \eta^* \) is proper, hence \( \text{cl} \eta \) is also proper and \( \eta^{**} = \text{cl} \eta \). Then \( a \in \text{dom} \Phi(\cdot, 0) \) is an optimal solution of \((P_\Phi)\) if and only if \( a \) is an optimal solution of the problem

\[
(P_\eta) \inf_{x \in X} \eta^*(x).
\]

The later is equivalent to \( 0 \in \partial \eta^*(a) \), which is nothing else than \( \eta^{**}(0) + \eta^*(a) \leq 0 \). This is the same with \((\text{cl} \omega^*) \eta(0) = \eta^{**}(0) \leq -\eta^*(a) \), which can be reformulated as \((0, -\eta^*(a)) \in \text{epi} (\text{cl} \omega^*) \eta \). \( \square \)

By using Lemma 3.1 and formula (1.3) one can give now general sequential optimality conditions for the problem \((P_\Phi)\) involving \( \varepsilon \)-subdifferentials.

Theorem 3.1 Let \( \Phi : X \times Y \to \mathbb{R} \) be a proper, convex and lower semicontinuous function such that \( 0 \in \text{pr}_Y(\text{dom} \Phi) \). The following statements are equivalent:

(i) \( a \in \text{dom} \Phi(\cdot, 0) \) is an optimal solution of the problem \((P_\Phi)\);

(ii) there exist sequences \( \{\varepsilon_n\} \downarrow 0 \) and \( (x_n^*, y_n^*) \in \partial_{\varepsilon_n} \Phi(a, 0) \) such that \( x_n^* \xrightarrow{\|\|} 0 \) \((n \to +\infty)\);

(iii) there exist sequences \( \{\varepsilon_n\} \downarrow 0 \) and \( (x_n^*, y_n^*) \in \partial_{\varepsilon_n} \Phi(a, 0) \) such that \( x_n^* \xrightarrow{\omega} 0 \) \((n \to +\infty)\).

Proof. \((i) \Rightarrow (ii)\) Suppose that \( a \in \text{dom} \Phi(\cdot, 0) \) is an optimal solution of the problem \((P_\Phi)\). Applying the previous lemma, we have \((0, -\eta^*(a)) \in \text{cl}_{\|\|} \text{epi} (\text{epi} \eta) \). Since \( \eta \) is a convex function and \( X \) is a reflexive Banach space we have

\[
\text{cl}_{\|\|} \text{epi} (\text{epi} \eta) = \text{cl}_{\|\|} \text{epi} (\text{epi} \eta).
\]

Hence \( \exists (x_n^*, r_n) \in X^* \times \mathbb{R} \) such that \( \eta(x_n^*) \leq r_n, x_n^* \xrightarrow{\|\|} 0 \) and \( r_n \to -\eta^*(a) \) \((n \to +\infty)\). The inequality \( \eta(x_n^*) \leq r_n \) yields \( \inf_{y \in Y} \Phi^*(x_n^*, y^*) < r_n + 1/n \) for all \( n \in \mathbb{N} \), so there exists a sequence \( \{y_n^* : n \in \mathbb{N}\} \subseteq Y^* \) such that \( \Phi^*(x_n^*, y_n^*) < r_n + 1/n \) for all \( n \in \mathbb{N} \), thus \((x_n^*, y_n^*, r_n + 1/n) \in \text{epi} \Phi^* \) for all \( n \in \mathbb{N} \). As \( (a, 0) \in \text{dom} \Phi \), we get by (1.3)

\[
\text{epi} \Phi^* = \bigcup_{\varepsilon \geq 0} \left\{ (x^*, y^*, (x^*, a) + \varepsilon - \Phi(a, 0)) : (x^*, y^*) \in \partial_{\varepsilon} \Phi(a, 0) \right\}.
\]

Since \((x_n^*, y_n^*, r_n + 1/n) \in \text{epi} \Phi^* \) for all \( n \in \mathbb{N} \), there exists a sequence \( \{\varepsilon_n : n \in \mathbb{N}\} \subseteq \mathbb{R}_+ \) such that \( r_n + 1/n = \langle x_n^*, a \rangle + \varepsilon_n - \Phi(a, 0), (x_n^*, y_n^*) \in \partial_{\varepsilon_n} \Phi(a, 0), x_n^* \xrightarrow{\|\|} 0 \) \((n \to +\infty)\). As \( r_n \to -\eta^*(a) = -\Phi(a, 0) \) \((n \to +\infty)\), from the last equality we conclude that \( \varepsilon_n \to 0 \) \((n \to +\infty)\).

The implication \((ii) \Rightarrow (iii)\) is trivial.

\((iii) \Rightarrow (i)\) If there exist sequences \( \{\varepsilon_n\} \downarrow 0 \) and \( (x_n^*, y_n^*) \in \partial_{\varepsilon_n} \Phi(a, 0) \) such that \( x_n^* \xrightarrow{\omega} 0 \) \((n \to +\infty)\), then using the definition of the \( \varepsilon \)-subdifferential of a function we get

\[
\Phi(x, y) - \Phi(a, 0) \geq \langle x_n^*, x - a \rangle + \langle y_n^*, y \rangle - \varepsilon_n \forall (x, y) \in X \times Y \forall n \in \mathbb{N}.
\]

We obtain

\[
\Phi(x, 0) - \Phi(a, 0) \geq \langle x_n^*, x - a \rangle - \varepsilon_n \forall x \in X \forall n \in \mathbb{N}.
\]

Passing to the limit as \( n \to +\infty \), we get \( \Phi(x, 0) - \Phi(a, 0) \geq 0 \) for all \( x \in X \), hence \( a \in \text{dom} \Phi(\cdot, 0) \) is an optimal solution of the problem \((P_\Phi)\). \( \square \)
Combining this result with the Brøndsted-Rockafellar Theorem (Theorem 1.1) we get necessary and sufficient sequential optimality conditions by means of the (convex) subdifferential.

**Theorem 3.2** Let \( \Phi : X \times Y \to \mathbb{R} \) be a proper, convex and lower semicontinuous function such that \( 0 \in \text{pr}_Y(\text{dom} \Phi) \). The following statements are equivalent:

(i) \( a \in \text{dom} \Phi(\cdot,0) \) is an optimal solution of the problem \((P_0)\);

(ii) there exist sequences \((x_n, y_n) \in \text{dom} \Phi \) and \((x_n^*, y_n^*) \in \partial \Phi(x_n, y_n) \) such that

\[
x_n^* \rightharpoonup a, \quad y_n \rightharpoonup 0 \quad (n \to +\infty) \quad \text{and} \quad \Phi(x_n, y_n) - \langle y_n^*, y_n \rangle \to 0 \quad (n \to +\infty);
\]

(iii) there exist sequences \((x_n, y_n) \in \text{dom} \Phi \) and \((x_n^*, y_n^*) \in \partial \Phi(x_n, y_n) \) such that

\[
x_n^* \rightharpoonup a, \quad y_n \rightharpoonup 0 \quad (n \to +\infty) \quad \text{and} \quad \Phi(x_n, y_n) - \langle y_n^*, y_n \rangle \to 0 \quad (n \to +\infty).
\]

**Proof.** As \((ii) \Rightarrow (iii)\) is always true, we prove only the implications \((i) \Rightarrow (ii)\) and \((iii) \Rightarrow (i)\).

(i) \Rightarrow (ii) Suppose that \( a \in \text{dom} \Phi(\cdot,0) \) is an optimal solution of the problem \((P_0)\). By Theorem 3.1 there exist \( \{\varepsilon_n\} \downarrow 0 \) and \((x_n^*, y_n^*) \in \partial \Phi(a,0) \) such that

\[
x_n^* \rightharpoonup a, \quad y_n \rightharpoonup 0 \quad (n \to +\infty) \quad \text{and} \quad \Phi(x_n, y_n) - \langle y_n^*, y_n \rangle \to 0 \quad (n \to +\infty).
\]

Applying Theorem 1.1 we get that for all \( n \in \mathbb{N} \) there exist \((x_n, y_n) \in X \times Y\) and \((x_n^*, y_n^*) \in \partial \Phi(x_n, y_n)\) such that

\[
\| (x_n, y_n) - (a,0) \| \leq \sqrt{\varepsilon_n}, \quad \| (x_n^*, y_n^*) - (x_n^*, y_n^*) \| \leq \sqrt{\varepsilon_n}
\]

and

\[
\| \Phi(x_n, y_n) - \langle (x_n^*, y_n^*), (x_n, y_n) - (a,0) \rangle - \Phi(a,0) \| \leq 2\varepsilon_n,
\]

from which we obtain \( x_n^* \rightharpoonup a, x_n \to a, y_n \to 0 \quad (n \to +\infty) \) and \( \Phi(x_n, y_n) - \langle y_n^*, x_n - a \rangle - \langle y_n^*, y_n \rangle - \Phi(a,0) \to 0 \quad (n \to +\infty) \). Since \( \langle x_n^*, x_n - a \rangle \to 0 \quad (n \to +\infty) \), the desired result follows.

(iii) \Rightarrow (i) Assume that there exist sequences \((x_n, y_n) \in \text{dom} \Phi\), \((x_n^*, y_n^*) \in \partial \Phi(x_n, y_n)\) such that \( x_n^* \rightharpoonup a, x_n \to a, y_n \to 0 \quad (n \to +\infty) \) and \( \Phi(x_n, y_n) - \langle y_n^*, x_n - a \rangle - \langle y_n^*, y_n \rangle - \Phi(a,0) \to 0 \quad (n \to +\infty) \). Since \( (x_n^*, y_n^*) \in \partial \Phi(x_n, y_n) \), we have \( \Phi(x, y) \geq \Phi(x_n, y_n) + \langle (x_n^*, y_n^*), (x - x_n, y - y_n) \rangle \) for all \((x, y) \in X \times Y\) and all \( n \in \mathbb{N} \). Consequently, for every \( x \in X \) the following inequality is true

\[
\Phi(x, 0) - \Phi(a, 0) \geq \Phi(x_n, y_n) - \langle y_n^*, y_n \rangle - \Phi(a,0) + \langle x_n^*, x - x_n \rangle \quad \forall n \in \mathbb{N}.
\]

Passing to the limit as \( n \to +\infty \), we get \( \Phi(x, 0) - \Phi(a, 0) \geq 0 \) for all \( x \in X \), thus \( a \in \text{dom} \Phi(\cdot,0) \) is an optimal solution of the problem \((P_0)\). \( \square \)

**Remark 3.1** Let us notice that in the setting of separated locally convex spaces the implications \((ii) \Rightarrow (iii) \Rightarrow (i)\) in the theorems 3.1 and 3.2 hold also in the case the hypothesis of lower semicontinuity of \( \Phi \) is removed.

**Remark 3.2** Using the convention mentioned at the beginning of the section, the above results can be reformulated as follows. Under the hypotheses of Theorem 3.1 the following assertions are equivalent:

(i) \( a \in \text{dom} \Phi(\cdot,0) \) is an optimal solution of the problem \((P_0)\);
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(ii) there exist sequences \( \{\varepsilon_n\} \downarrow 0 \) and \((x^*_n, y^*_n) \in \partial_{\varepsilon_n} \Phi(a, 0)\) such that \( x^*_n \to 0 \) (\( n \to +\infty \));

(iii) there exist sequences \((x_n, y_n) \in \text{dom} \Phi\) and \((x^*_n, y^*_n) \in \partial \Phi(x_n, y_n)\) such that

\[
x^*_n \to 0, \ x_n \to a, \ y_n \to 0 \ (n \to +\infty) \quad \text{and} \quad \Phi(x_n, y_n) - (y^*_n, y_n) - \Phi(a, 0) \to 0 \ (n \to +\infty).
\]

**Remark 3.3** Let us notice that a refined version of the above sequential characterizations expressed by means of the (convex) subdifferential can be given. To this aim one has to use an idea due to Thibault (cf. [135]) which we present in the following. Under the hypotheses of Theorem 3.1, applying this result to the indicator function of epi \( f \), one obtains that for every \( \varepsilon > 0 \) and every \( x^* \in \partial \varepsilon f(a) \), there exist \((x_\varepsilon, r_\varepsilon) \in \text{epi} f\) and \((x^*_\varepsilon, -s_\varepsilon) \in N_{\text{epi} f}(x_\varepsilon, r_\varepsilon)\) such that

\[
\| (x_\varepsilon, r_\varepsilon) - (a, f(a)) \| \leq \sqrt{\varepsilon}, \quad \| (x^*_\varepsilon, -s_\varepsilon) - (x^*, -1) \| \leq \sqrt{\varepsilon}
\]

and

\[
|\langle x^*_\varepsilon, x_\varepsilon - a \rangle - s_\varepsilon (r_\varepsilon - f(a)) | \leq 2\varepsilon.
\]

This yields that

\[
\| x_\varepsilon - a \| \leq \sqrt{\varepsilon}, \quad \| x^*_\varepsilon - x^* \| \leq \sqrt{\varepsilon}, \quad f(x_\varepsilon) - f(a) \leq \sqrt{\varepsilon},
\]

\[
|s_\varepsilon - 1| \leq \sqrt{\varepsilon} \quad \text{and} \quad |\langle x^*_\varepsilon, x_\varepsilon - a \rangle | \leq 3\varepsilon + \sqrt{\varepsilon}.
\]

Considering a sequence \( \{\varepsilon_n\} \downarrow 0 \) (for which we can assume without loss of generality that \( \varepsilon_n < 1 \) for all \( n \in \mathbb{N} \)) and \( x^*_n \in \partial \varepsilon_n f(a)\), by defining \( u^*_n := (1/s_\varepsilon_n) x^*_\varepsilon_n\), we obtain a family \((x_{\varepsilon_n}, u^*_n)\) fulfilling \( u^*_n \in \partial f(x_{\varepsilon_n})\) for all \( n \in \mathbb{N} \). Using that \( f \) is lower semicontinuous we further get

\[
u^*_n \xrightarrow{\| \cdot \|} x^*, \ x_{\varepsilon_n} \to a, \ f(x_{\varepsilon_n}) \to f(a) \quad \text{and} \quad \langle u^*_n, x_{\varepsilon_n} - a \rangle \to 0 \ (n \to +\infty).
\]

Let us mention that the conclusion above can be obtained also by applying [104, Proposition 1.1].

Employing the facts already described one can refine the results in the conclusion of Theorem 3.2. Considering the same hypotheses the following statements are equivalent:

(i) \( a \in \text{dom} \Phi(\cdot, 0)\) is an optimal solution of the problem \((P_\Phi)\);

(ii) there exist sequences \((x_n, y_n) \in \text{dom} \Phi\) and \((x^*_n, y^*_n) \in \partial \Phi(x_n, y_n)\) such that

\[
x^*_n \to 0, \ x_n \to a, \ y_n \to 0, \ (y^*_n, y_n) \to 0 \ (n \to +\infty) \quad \text{and} \quad \Phi(x_n, y_n) - \Phi(a, 0) \to 0 \ (n \to +\infty).
\]

However, we work in the following with the conditions given in the theorems 3.1 and 3.2, since their different particularizations deliver us several results from the literature dealing with sequential optimality conditions.
3.2 Sequential generalizations of the Pshenichnyi-Rockafellar Lemma

In this section we particularize the general sequential optimality conditions introduced above to the optimization problem

$$\min_{x \in X} \{ f(x) + (g \circ A)(x) \},$$

where \((X, \| \cdot \|)\) is a reflexive Banach space, \((Y, \| \cdot \|)\) is a Banach space, \(f : X \to \overline{\mathbb{R}}\) and \(g : Y \to \overline{\mathbb{R}}\) are proper, convex and lower semicontinuous functions and \(A : X \to Y\) is a continuous linear mapping such that \(A(\text{dom } f) \cap \text{dom } g \neq \emptyset\). To this end we define the perturbation function \(\Phi_A : X \times Y \to \overline{\mathbb{R}}\) by \(\Phi_A(x, y) = f(x) + g(Ax + y)\) for all \((x, y) \in X \times Y\). A simple computation shows that \(\Phi_A^*(x^*, y^*) = f^*(x^* - A^*y^*) + g^*(y^*)\) for all \((x^*, y^*) \in X^* \times Y^*\). Let us prove first the following lemma.

**Lemma 3.2** Let \((x^*, y^*) \in X^* \times Y^*, a \in \text{dom } f \cap A^{-1}(\text{dom } g)\) and \(\varepsilon \geq 0\) be fixed. The following statements are true:

(i) if \((x^*, y^*) \in \partial \Phi_A(a, 0), \) then \(x^* - A^*y^* \in \partial f(a)\) and \(y^* \in \partial g(Aa)\);

(ii) if \(x^* - A^*y^* \in \partial \xi f(a)\) and \(y^* \in \partial g(Aa)\), then \((x^*, y^*) \in \partial \Phi_A(a, 0)\).

**Proof.** The pair \((x^*, y^*)\) belongs to \(\partial \Phi_A(a, 0)\) if and only if \(\Phi_A(a, 0) + \Phi_A^*(x^*, y^*) \leq \langle x^*, a \rangle + \varepsilon\), which is equivalent to \(f(a) + g(Aa) + f^*(x^* - A^*y^*) + g^*(y^*) \leq \langle x^*, a \rangle + \varepsilon\).

(i) If \((x^*, y^*) \in \partial \Phi_A(a, 0)\), then \(f(a) + g(Aa) + f^*(x^* - A^*y^*) + g^*(y^*) \leq \langle x^*, a \rangle + \varepsilon\). Let us suppose that \(x^* - A^*y^* \notin \partial f(a)\). Then \(f(a) + f^*(x^* - A^*y^*) \geq \langle x^*, a \rangle + \varepsilon\). By the Young-Fenchel inequality we have \(g(Aa) + g^*(y^*) \geq \langle y^*, Aa \rangle\). Adding the last two inequalities we obtain \(f(a) + g(Aa) + f^*(x^* - A^*y^*) + g^*(y^*) \geq \langle x^*, a \rangle + \varepsilon\), which is a contradiction. Hence \(x^* - A^*y^* \in \partial f(a)\) and similarly we get \(y^* \in \partial g(Aa)\).

(ii) As \(x^* - A^*y^* \in \partial f(a)\) and \(y^* \in \partial g(Aa)\), we obtain \(f(a) + f^*(x^* - A^*y^*) \leq \langle x^* - A^*y^*, a \rangle + \varepsilon\) and \(g(Aa) + g^*(y^*) \leq \langle y^*, Aa \rangle + \varepsilon\). The conclusion follows by adding these two inequalities. \(\square\)

**Theorem 3.3** Let \(A : X \to Y\) be a continuous linear mapping, \(f : X \to \overline{\mathbb{R}}\) and \(g : Y \to \overline{\mathbb{R}}\) be proper, convex and lower semicontinuous functions such that \(A(\text{dom } f) \cap \text{dom } g \neq \emptyset\). Then \(a \in \text{dom } f \cap A^{-1}(\text{dom } g)\) is an optimal solution of the problem (\(P^A\)) if and only if

\[
\exists \{\varepsilon_n\} \downarrow 0, \exists x_n^* \in \partial \xi f(a), \exists y_n^* \in \partial g(Aa) \text{ such that } x_n^* + A^*y_n^* \to 0 \text{ (}n \to +\infty\text{).} \\
(3. 1)
\]

**Proof.** The element \(a \in \text{dom } f \cap A^{-1}(\text{dom } g)\) is an optimal solution of the problem (\(P^A\)) if and only if \(a\) is an optimal solution of (\(P_{\Phi_A}\)), which is equivalent to (cf. Theorem 3.1)

\[
\exists \{\varepsilon_n\} \downarrow 0, \exists (x_n^*, y_n^*) \in \partial \Phi_A(a, 0) \text{ such that } x_n^* \to 0 \text{ (}n \to +\infty\text{).} \\
(3. 2)
\]

We prove that the conditions (3. 1) and (3. 2) are equivalent.

"(3. 2) \Rightarrow (3. 1)" Assume that there exist \(\{\varepsilon_n\} \downarrow 0\) and \((x_n^*, \overline{y}_n) \in \partial_{\varepsilon_n} \Phi_A(a, 0)\) such that \(x_n^* \to 0 \text{ (}n \to +\infty\text{).}\) According to Lemma 3.2(i), \(x_n^* \to -A^*\overline{y}_n \in \partial_{\varepsilon_n} f(a)\) and \(\overline{y}_n \in \partial_{\varepsilon_n} g(Aa)\). By choosing \(\varepsilon_n := \varepsilon_n, x_n^* := x_n^* - A^*\overline{y}_n\) and \(y_n^* := \overline{y}_n\), we see that (3. 1) is fulfilled.

"(3. 1) \Rightarrow (3. 2)" Assume that there exist \(\{\varepsilon_n\} \downarrow 0, x_n^* \in \partial f(a)\) and \(y_n^* \in \partial g(Aa)\) such that \(x_n^* + A^*y_n^* \to 0 \text{ (}n \to +\infty\text{).}\) Take \(\varepsilon_n := 2\varepsilon_n, x_n^* := x_n^* + A^*y_n^*\) and \(y_n^* := y_n^*\). Then \(x_n^* - A^*y_n^* = x_n^* \in \partial f(a)\) and \(y_n^* \in \partial g(Aa)\), hence by Lemma 3.2(ii) we have \((x_n^*, y_n^*) \in \partial_{\varepsilon_n} \Phi_A(a, 0)\). Moreover, \(x_n^* \to x_n^* + A^*y_n^* \to 0 \text{ (}n \to +\infty\text{)}, so (3. 2) is fulfilled. \(\square\)
3.2 Sequential Pshenichnyi-Rockafellar Lemma

Remark 3.4 One can notice that the above characterization of the optimal solutions of the problem \((P_d^A)\) can be also obtained as a consequence of the so-called Hiriart-Urruty and Phelps Formula (see [137, Proposition 1]).

Next we derive from Theorem 3.2 a sequential optimality condition for the problem \((P_d^A)\) involving only the (convex) subdifferentials of the functions \(f\) and \(g\).

**Theorem 3.4** Let \(A : X \to Y\) be a continuous linear mapping, \(f : X \to \mathbb{R}\) and \(g : Y \to \mathbb{R}\) be proper, convex and lower semicontinuous functions such that \(A(\text{dom} f) \cap \text{dom} g \neq \emptyset\). Then \(a \in \text{dom} f \cap A^{-1}(\text{dom} g)\) is an optimal solution of the problem \((P_d^A)\) if and only if

\[
\begin{aligned}
\exists (x_n, y_n) &\in \text{dom} f \times \text{dom} g, \exists x_n^* \in \partial f(x_n), \exists y_n^* \in \partial g(y_n) \text{ such that } \\
x_n^* + A^* y_n^* &\to 0, x_n \to a, y_n \to Aa \quad (n \to +\infty), \\
f(x_n) - (x_n^*, x_n - a) - f(a) &\to 0, (n \to +\infty) \quad \text{and} \\
g(y_n) - (y_n^*, y_n - Aa) - g(Aa) &\to 0 \quad (n \to +\infty). \\
\end{aligned}
\tag{3.3}
\]

**Proof.** Applying Theorem 3.2, we get that \(a\) is an optimal solution of the problem \((P_d^A)\) if and only if \(\exists (x_n, y_n) \in X \times Y, x_n \in \text{dom} f, Ax_n + y_n \in \text{dom} g, \exists (x_n^*, y_n^*) \in \partial \Phi_A(x_n, y_n) \text{ such that } x_n^* \to 0, x_n \to a, y_n \to 0 \quad (n \to +\infty)\). The last condition is equivalent to

\[
f(x_n) + g(Ax_n + y_n) - (y_n^*, y_n - Aa) - g(Aa) \to 0 \quad (n \to +\infty).\]

For all \(n \in \mathbb{N}\) we have \((x_n^*, y_n^*) \in \partial \Phi_A(x_n, y_n)\) if and only if \(\Phi_A(x_n, y_n) + \Phi_A^*(x_n^*, y_n^*) = (x_n^*, x_n) + (y_n^*, y_n) \iff f(x_n^*) + g(Ax_n + y_n) + f^*(x_n^* - A^* y_n^*) + g^*(y_n^*) = (x_n^*, x_n) + (y_n^*, y_n).

Using the Young-Fenchel inequality we obtain

\[
f(x_n) + f^*(x_n^* - A^* y_n^*) + g(Ax_n + y_n) + g^*(y_n^*) \geq (x_n^* - A^* y_n^*, x_n) + (y_n^*, Ax_n + y_n) = (x_n^*, x_n) + (y_n^*, y_n),
\]

hence \((x_n^*, y_n^*) \in \partial \Phi_A(x_n, y_n)\) if and only if \(f(x_n^*) + f^*(x_n^* - A^* y_n^*) = (x_n^*, x_n) \iff x_n^* \to 0 \quad (n \to +\infty)\). The in this way we proved that \(a \in \text{dom} f \cap A^{-1}(\text{dom} g)\) is an optimal solution of the problem \((P_d^A)\) if and only if

\[
\begin{aligned}
\exists (x_n, y_n) &\in X \times Y, x_n \in \text{dom} f, Ax_n + y_n \in \text{dom} g, \\
\exists (x_n^*, y_n^*) &\in X^* \times Y^*, x_n^* - A^* y_n^* \in \partial f(x_n), y_n^* \in \partial g(Ax_n + y_n) \text{ such that } \\
x_n^* &\to 0, x_n \to a, y_n \to 0 \quad (n \to +\infty) \quad \text{and} \\
f(x_n) + g(Ax_n + y_n) - (y_n^*, y_n) - f(a) - g(Aa) &\to 0 \quad (n \to +\infty). \\
\end{aligned}
\tag{3.4}
\]

Next we show that the conditions (3.3) and (3.4) are equivalent.

“(3.4) \Rightarrow (3.3)” Suppose that

\[
\begin{aligned}
\exists (x_n, y_n) &\in X \times Y, x_n \in \text{dom} f, Ax_n + y_n \in \text{dom} g, \\
\exists (x_n^*, y_n^*) &\in X^* \times Y^*, x_n^* - A^* y_n^* \in \partial f(x_n), y_n^* \in \partial g(Ax_n + y_n) \text{ such that } \\
x_n^* &\to 0, x_n \to a, y_n \to 0 \quad (n \to +\infty) \quad \text{and} \\
f(x_n) + g(Ax_n + y_n) - (y_n^*, y_n) - f(a) - g(Aa) &\to 0 \quad (n \to +\infty). \\
\end{aligned}
\]

Take \(x_n := x_n, y_n := Ax_n + y_n, x_n^* := x_n^* - A^* y_n^*\) and \(y_n^* := y_n^*, \) for all \(n \in \mathbb{N}\). Then \(x_n \in \text{dom} f, y_n \in \text{dom} g, x_n^* \in \partial f(x_n), y_n^* \in \partial g(y_n), x_n^* + A^* y_n^* \to 0, x_n \to a \) and \(y_n \to Aa \quad (n \to +\infty)\). Moreover,

\[
f(x_n) - (x_n^*, x_n - a) - f(a) = f(x_n^*) - (x_n^* - A^* y_n^*, x_n - a) - f(a) = f(x_n) + g(Ax_n + y_n) - (x_n^*, x_n - a) - (y_n^*, y_n) - f(a) - g(Aa) - g(Ax_n + y_n)
\]
+\langle A^*\bar{y}_n, x_n - a \rangle + \langle \bar{y}_n, y_n \rangle + g(Aa) = f(x_n) + g(Ax_n + y_n) - \langle \bar{x}_n, x_n - a \rangle - \langle \bar{y}_n, y_n \rangle - f(a) - g(Aa) - g(y_n) + g(Aa) + (y_n^*, y_n - Aa).

Let us make the following notations: $a_n := f(x_n) - \langle x_n^*, x_n - a \rangle - f(a)$ and $b_n := g(Aa) - g(y_n) - \langle y_n^*, Aa - y_n \rangle$. We have $a_n - b_n = f(x_n) + g(Ax_n + y_n) - \langle \bar{y}_n, y_n \rangle - f(a) - g(Aa) - \langle \bar{x}_n, x_n - a \rangle - 0$ (n $\to$ $+\infty$). Since $x_n^* \in \partial f(x_n)$ we have $f(x) - f(x_n) \geq \langle x_n^*, x - x_n \rangle$ for all $x \in X$. Thus $a_n \leq b_n$ and $a_n - b_n \to 0$ (n $\to$ $+\infty$). As in this case one must have that $a_n \to 0$ and $b_n \to 0$ (n $\to$ $+\infty$), (3. 3) is fulfilled.

“(3. 3)$\Rightarrow$(3. 4)” Assume now that (3. 3) holds, namely
\[
\begin{aligned}
\exists(n, y_n^* \in \text{dom } f \times \text{dom } g, \exists x_n^* \in \partial f(x_n), \exists y_n^* \in \partial g(y_n)\text{ such that } &
\frac{x_n}{A^*\bar{y}_n} \to 0, \frac{x_n}{a}, \frac{y_n^*}{-Aa} (n \to +\infty), \\
f(x_n) - \langle \bar{x}_n, x_n - a \rangle - f(a) - 0 (n \to +\infty)\text{ and } &
g(y_n^*) - \langle y_n^*, y_n - Aa \rangle - g(Aa) \to 0 (n \to +\infty).
\end{aligned}
\]

For all $n \in \mathbb{N}$ take $x_n := \frac{x_n}{\bar{x}_n}, y_n := \frac{y_n}{\bar{y}_n} - A\bar{x}_n, y_n^* := \frac{y_n^*}{\bar{y}_n}$ and $x_n^* := \frac{x_n^*}{\bar{x}_n} + A^*\bar{y}_n$. Then $x_n \in \text{dom } f, Ax_n + y_n \in \text{dom } g, x_n^* = A^*y_n^* \in \partial f(x_n), y_n^* = \partial g(Ax_n + y_n), x_n \to 0, x_n \to a$ and $y_n \to 0$ (n $\to$ $+\infty$). Moreover,
\[
\begin{aligned}
f(x_n) + g(Ax_n + y_n) - \langle y_n^*, y_n \rangle - f(a) - g(Aa) &= f(x_n) + g(y_n) - \langle \bar{y}_n, y_n - A\bar{x}_n \\
-f(a) - g(Aa) &= f(x_n) - \langle \bar{x}_n, x_n - a \rangle - f(a) + g(y_n) - \langle y_n^*, y_n - Aa \rangle - g(Aa) \\
+\langle x_n^*, x_n - a \rangle + \langle y_n^*, -Aa + A\bar{x}_n \rangle &= f(x_n) - \langle \bar{x}_n, x_n - a \rangle - f(a) \\
+g(y_n) - \langle y_n^*, y_n - Aa \rangle - g(Aa) + \langle x_n^*, A^*y_n^*, x_n - a \rangle \to 0 (n \to +\infty),
\end{aligned}
\]
hence (3. 4) is fulfilled.

\[\square\]

**Remark 3.5** Similar characterizations of the optimal solutions of the problem $(P^0_f)$ have been given by Thibault in [137] and as an application they have been used to provide a new proof of the well known fact that the subdifferential of a proper, convex and lower semicontinuous function is a maximal monotone operator (cf. [122]).

If we take $Y = X$ (X is a reflexive Banach space) and $A = \text{id}_X$ in the above theorems we obtain the following sequential optimality conditions concerning the convex optimization problem
\[
(P_f) \inf_{x \in X} \{f(x) + g(x)\}.
\]

They are presented in the following as two corollaries.

**Corollary 3.1** Let $f, g : X \to \overline{\mathbb{R}}$ be proper, convex and lower semicontinuous functions such that $\text{dom } f \cap \text{dom } g \neq \emptyset$. Then $a \in \text{dom } f \cap \text{dom } g$ is an optimal solution of the problem $(P_f)$ if and only if
\[
\exists \{\varepsilon_n \} \downarrow 0, \exists x_n^* \in \partial\varepsilon_n f(a), \exists y_n^* \in \partial\varepsilon_n g(a) \text{ such that } x_n^* + y_n^* \to 0 (n \to +\infty).
\]

**Corollary 3.2** Let $f, g : X \to \overline{\mathbb{R}}$ be proper, convex and lower semicontinuous functions such that $\text{dom } f \cap \text{dom } g \neq \emptyset$. Then $a \in \text{dom } f \cap \text{dom } g$ is an optimal solution of the problem $(P_f)$ if and only if
\[
\begin{aligned}
\exists (x_n, y_n) \in \text{dom } f \times \text{dom } g, \exists x_n^* \in \partial f(x_n), \exists y_n^* \in \partial g(y_n) \text{ such that } &
x_n^* + y_n^* \to 0, x_n \to a, y_n \to a \text{ (n } \to +\infty), \\
f(x_n) - \langle x_n^*, x_n - a \rangle - f(a) \to 0 \text{ (n } \to +\infty) \text{ and } &
g(y_n) - \langle y_n^*, y_n - a \rangle - g(a) \to 0 \text{ (n } \to +\infty).
\end{aligned}
\]
3.3 THE PROBLEM WITH GEOMETRIC AND CONE CONSTRAINTS

Taking \( g := \delta_D \) in the previous corollaries, where \( D \subseteq X \) is a non-empty, closed and convex set, we obtain the following sequential optimality conditions regarding the convex optimization problem

\[
(P^0_\text{F}) \quad \inf_{x \in D} f(x).
\]

**Corollary 3.3** Let \( f : X \to \mathbb{R} \) be a proper, convex and lower semicontinuous function and \( D \subseteq X \) a closed and convex set such that \( D \cap \text{dom} f \neq \emptyset \). Then \( a \in D \cap \text{dom} f \) is an optimal solution of the problem \((P^0_\text{F})\) if and only if

\[
\exists \{\varepsilon_n\} \downarrow 0, \exists x^*_n \in \partial_n f(a), \exists y^*_n \in N^*_D(a) \text{ such that } x^*_n + y^*_n \to 0 \quad (n \to +\infty).
\]

**Corollary 3.4** Let \( f : X \to \mathbb{R} \) be a proper, convex and lower semicontinuous function and \( D \subseteq X \) a closed and convex set such that \( D \cap \text{dom} f \neq \emptyset \). Then \( a \in D \cap \text{dom} f \) is an optimal solution of the problem \((P^0_\text{F})\) if and only if

\[
\begin{cases}
\exists (x_n, y_n) \in \text{dom} f \times D, \exists x^*_n \in \partial f(x_n), \exists y^*_n \in N_D(y_n) \text{ such that } \\
x^*_n + y^*_n \to 0, \ x_n \to a, \ y_n \to a \quad (n \to +\infty), \\
\langle f(x_n) - \langle x^*_n, x_n - a \rangle - f(a) \rangle \to 0 \quad (n \to +\infty) \text{ and } \\
\langle y^*_n, y_n - a \rangle \to 0 \quad (n \to +\infty).
\end{cases}
\]

**Remark 3.6** As shown in this section, the last two results are obtained as particular cases of the main results of this chapter, theorems 3.1 and 3.2. Moreover, corollaries 3.3 and 3.4 can be seen as sequential generalizations of the well-known Pshenichnyi-Rockafellar Lemma, improving in the same time the results of Jeyakumar and Wu (see [84, Theorem 3.3 and Corollary 3.5]). One can notice that in our case the convergence on \( X^* \) can be considered both in the weak* and strong topology, while in [84] only the weak* topology is taken.

Let us give in the following an example to show that even in the situation when the celebrated Pshenichnyi-Rockafellar Lemma fails, its sequential form given in Corollary 3.4 is applicable (for other examples illustrating the advantages of having sequential optimality conditions we refer to [84]).

**Example 3.1** Let be \( X = \mathbb{R}^2 \), \( D = -\mathbb{R}^2_+ \) and the function \( f : \mathbb{R}^2 \to \mathbb{R} \) be defined by

\[
f(x, y) = \begin{cases} x^2 - \sqrt{y}, & \text{if } y \geq 0, \\ +\infty, & \text{otherwise.}
\end{cases}
\]

Obviously \( a = (0, 0) \in (-\infty, 0] \times \{0\} = D \cap \text{dom} f \) is the unique optimal solution of the problem \((P^0_\text{F})\). Since \( \partial f(a) = \emptyset \), the Pshenichnyi-Rockafellar Lemma cannot be applied. For all \( n \in \mathbb{N} \) take \( x_n = (0, 1/n) \in \text{dom} f \), \( y_n = (0, 0) \in D \), \( x^*_n = (0, -\sqrt{n}/2) \in \partial f(x_n) \) and \( y^*_n = (0, \sqrt{n}/2) \in \mathbb{R}^2_+ = N_D(y_n) \). We have \( x_n \to a \) \((n \to +\infty)\), \( y_n = a \), \( x^*_n + y^*_n = 0 \), \( f(x_n) - \langle x^*_n, x_n - a \rangle - f(a) = -\sqrt{1/n} + (1/2)(1/\sqrt{n}) = -1/(2\sqrt{n}) \to 0 \quad (n \to +\infty) \) and \( \langle y^*_n, y_n - a \rangle = 0 \), hence the sequential optimality conditions in Corollary 3.4 are fulfilled.

3.3 Sequential optimality conditions for the problem with geometric and cone constraints

Let \( X \) be a reflexive Banach space, \( Y \) a Banach space and \( C \subseteq Y \) a non-empty convex cone inducing a partial ordering on \( Y \). In this section we deal with the convex optimization problem with geometric and cone constraints

\[
(P_L) \quad \inf_{x \in Y} \{ f(x), \ g(x) \in C \}
\]
where \( S \cap g^{-1}(-C) \cap \text{dom } f \neq \emptyset \), \( S \) is a closed convex subset of \( X \), \( f : X \to \mathbb{R} \) is a proper, convex and lower semicontinuous function and \( g : X \to Y^* \) is a \( C \)-convex vector-valued function.

### 3.3.1 The case \( g \) is continuous

Additionally to the assumptions made above we suppose in this subsection that the cone \( C \) is closed and \( g : X \to Y \) is continuous. We derive a sequential form of the Lagrange multiplier rule for \((P_L)\) by applying Theorem 3.2 to the following perturbation function

\[
\Phi^C_1 : X \times X \times Y \to \mathbb{R}, \quad \Phi_1^C(x,p,q) = \begin{cases} f(x), & \text{if } x+p \in S \text{ and } g(x) \in q-C, \\ +\infty, & \text{otherwise}. \end{cases}
\]

The conjugate of \( \Phi^C_1 \) is \((\Phi^C_1)^* : X^* \times X^* \times Y^* \to \mathbb{R}, (\Phi^C_1)^*(x^*, p^*, q^*) = \sup_{(x,p,q) \in X \times X \times Y} \{ \langle x^*, x \rangle + \langle p^*, p \rangle + \langle q^*, q \rangle - f(x) \} \).

In order to compute \((\Phi^C_1)^*\) we introduce new variables \( z \) and \( y \) by \( z := x + p \) and \( q - g(x) := y \), respectively. It follows

\[
(\Phi^C_1)^*(x^*, p^*, q^*) = \sup_{(x,z,y) \in X \times X \times C} \{ \langle x^*, x \rangle + \langle p^*, z - x \rangle + \langle q^*, y + g(x) \rangle - f(x) \},
\]

and, as the three variables are separated, we get \((\Phi^C_1)^*(x^*, p^*, q^*) = \sup_{x \in X} \langle x^*, p^*, x \rangle + \langle q^*, g(x) \rangle - f(x) \rangle + \sup_{y \in C} \langle q^*, y \rangle \) We obtain the following formula

\[
(\Phi^C_1)^*(x^*, p^*, q^*) = \begin{cases} \delta^*_S(p^*) + \sup_{x \in X} \{ \langle x^* - p^*, x \rangle + \langle q^*, g(x) \rangle - f(x) \}, & \text{if } q^* \in -C^*, \\ +\infty, & \text{otherwise}. \end{cases}
\]

A direct application of Theorem 3.2 yields the following result.

**Theorem 3.5** The element \( a \in S \cap g^{-1}(-C) \cap \text{dom } f \) is an optimal solution of the problem \((P_L)\) if and only if

\[
\exists (x_n, \omega_n, t_n) \in \text{dom } f \times X \times (-C), \exists (u_n^*, v_n^*, \omega_n^*, q_n^*) \in X^* \times X^* \times X^* \times C^*,
\]

\[
u_n^* \in \partial f(x_n), v_n^* \in \partial (q_n^*g)(x_n), \omega_n^* \in N_S(\omega_n), \langle q_n^*, t_n \rangle = 0 \forall n \in \mathbb{N}, \]

\[
u_n^* + v_n^* + \omega_n^* \to 0, \quad \omega_n \to a, \quad x_n \to a, \quad t_n \to g(a) \quad (n \to +\infty) \text{ and }
\]

\[
f(x_n) - f(a) + \langle q_n^*, g(x_n) \rangle - \langle \omega_n, \omega - x_n \rangle \to 0 \quad (n \to +\infty).
\]

\[\tag{3. 5}\]

**Proof.** According to Theorem 3.2, the element \( a \in S \cap g^{-1}(-C) \cap \text{dom } f \) is an optimal solution of the problem \((P_L)\) if and only if there exist sequences \((x_n, p_n, q_n) \in \text{dom } \Phi^C_1 \) and \((x_n^*, p_n^*, q_n^*) \in \partial \Phi^C_1((x_n, p_n, q_n)) \) such that

\[
x_n^* \to 0, x_n \to a, (p_n, q_n) \to (0, 0) \quad (n \to +\infty) \text{ and }
\]

\[
\Phi^C_1(x_n, p_n, q_n) - (\langle p_n^*, q_n^* \rangle, (p_n, q_n)) - \Phi^C_1(a, 0, 0) \to 0 \quad (n \to +\infty).
\]

Since \((x_n, p_n, q_n) \in \text{dom } \Phi^C_1 \), we get \( x_n \in \text{dom } f, x_n + p_n \in S \) and \( g(x_n) \in q_n - C \), for all \( n \in \mathbb{N} \). We have \((x_n^*, p_n^*, q_n^*) \in \partial \Phi^C_1((x_n, p_n, q_n)) \) if and only if

\[
\Phi^C_1(x_n, p_n, q_n) + (\Phi^C_1)^*(x_n^*, p_n^*, -q_n^*) = \langle x_n^*, x_n \rangle + \langle p_n^*, p_n \rangle + \langle -q_n^*, q_n \rangle
\]
Remark 3.7 Let us introduce now the following real sequences: $l_n := f(x_n) - f(a) + (q_n^*, g(x_n)) - \langle \omega_n^*, x_n - a \rangle$ (see Theorem 3.5), $l_n^1 := \langle q_n^*, t_n - g(a) \rangle + \langle \omega_n^*, \omega_n - a \rangle$ and $l_n^2 := f(x_n) - f(a) + (q_n^*, g(x_n) - g(a)) + \langle \omega_n^*, x_n - a \rangle$ for all $n \in \mathbb{N}$. We prove that if the condition

$$
\begin{align*}
(x_n, \omega_n, t_n) &\in \text{dom } f \times S \times (-C), (u_n^*, v_n^*, \omega_n^*, q_n^*) \in X^* \times X^* \times X^* \times C^*, \\
u_n^* &\in \partial (f + q_n^* g)(x_n), \omega_n^* \in N_S(\omega_n), (q_n^*, t_n) = 0 \forall n \in \mathbb{N}, \\
u_n^* + \omega_n^* &\rightarrow 0, x_n \rightarrow a, \nu_n^* \rightarrow a, t_n \rightarrow g(a) \ (n \rightarrow +\infty) \text{ and } \\
\partial (f + q_n^* g)(x_n) - \langle \omega_n^*, x_n - a \rangle &\rightarrow 0 \ (n \rightarrow +\infty),
\end{align*}
$$

(3.8) is satisfied, then we have

$$
l_n \rightarrow 0 \ (n \rightarrow +\infty) \text{ if and only if } l_n^1 \rightarrow 0 \text{ and } l_n^2 \rightarrow 0 \ (n \rightarrow +\infty).$$

(3.9)
Indeed, if (3. 8) is fulfilled, then

$$l_n = l_n^2 - l_n^1,$$  \hspace{1cm} (3. 10)

hence the sufficiency of relation (3. 9) is trivial (in fact for this implication we need only the fulfillment of $q_n^*, t_n = 0$ for all $n \in \mathbb{N}$).

Assume now that $l_n \to 0$ ($n \to +\infty$). Since $\omega_n^* \in N_S(\omega_n)$, we have $\langle \omega_n^*, a - \omega_n \rangle \leq 0$ and, as $q_n^* \in C^*$, we get

$$l_n^1 \geq 0 \forall n \in \mathbb{N}. \hspace{1cm} (3. 11)$$

From $v_n^* \in \partial f(q_n^*) (x_n)$ we obtain the inequality $(q_n^* g)(a) - (q_n^* g)(x_n) \geq \langle v_n^*, a - x_n \rangle $, that is $(q_n^*, g(x_n) - g(a)) \leq (v_n^*, x_n - a)$. This inequality leads to $l_n^2 \leq f(x_n) - f(a) + \langle v_n^* + \omega_n^*, x_n - a \rangle$ for all $n \in \mathbb{N}$. Since $u_n^* \in \partial f(x_n)$ we have $f(a) - f(x_n) \geq \langle u_n^*, a - x_n \rangle$ for all $n \in \mathbb{N}$. Combining the last two inequalities we obtain $l_n^2 \leq \langle u_n^* + v_n^* + \omega_n^*, x_n - a \rangle$ for all $n \in \mathbb{N}$. This implies, using relation (3. 10) and inequality (3. 11), that

$$0 \leq l_n^1 = l_n^2 - l_n \leq \langle u_n^* + v_n^* + \omega_n^*, x_n - a \rangle - l_n \forall n \in \mathbb{N},$$

hence $l_n^1 \to 0$ ($n \to +\infty$). From (3. 10) we obtain that $l_n^2 \to 0$ ($n \to +\infty$).

By using the remarks made above we can state the following result.

**Theorem 3.6** The element $a \in S \cap g^{-1}(C) \cap \text{dom } f$ is an optimal solution of the problem $(P_L)$ if and only if

$$\left\{ \begin{array}{l}
\exists (x_n, \omega_n, t_n) \in \text{dom } f \times S \times (-C), \exists (u_n^*, v_n^*, \omega_n^*, q_n^*) \in X^* \times X^* \times X^* \times C^* , \\
u_n^* \in \partial f(x_n), v_n^* \in \partial(g_n^*) (x_n), \omega_n \in N_S(\omega_n), (q_n^*, t_n) = 0 \forall n \in \mathbb{N}, \\
u_n^* + v_n^* + \omega_n^* \to 0, \omega_n^* \to a, x_n \to a, t_n \to g(a) \ (n \to +\infty), \\
\langle q_n^*, t_n - g(a) \rangle + \langle \omega_n^*, \omega_n - a \rangle \to 0 \ (n \to +\infty) \text{ and} \\
f(x_n) - f(a) + \langle q_n^*, g(x_n) - g(a) \rangle + \langle \omega_n^*, x_n - a \rangle \to 0 \ (n \to +\infty). 
\end{array} \right.$$  \hspace{1cm} (3. 12)

In order to show the applicability of the last statement, let us consider the following example.

**Example 3.2** We work in the following setting: $X = Y = \mathbb{R}$, $S = C = \mathbb{R}_+$ and the functions $f : \mathbb{R} \to \mathbb{R}$,

$$f(x) = \begin{cases} -\sqrt{x}, & \text{if } x \geq 0, \\
+\infty, & \text{otherwise}, \end{cases}$$

and $g : \mathbb{R} \to \mathbb{R}$, $g(x) = x$, for all $x \in \mathbb{R}$. Trivially, $a = 0$ is the unique optimal solution of the problem $(P_L)$. For all $n \in \mathbb{N}$ take $x_n = 1/n \in \text{dom } f$, $\omega_n = 0 \in S$, $t_n = 0 \in -C$, $u_n^* = -\sqrt{n}/2 \in \partial f(x_n)$, $q_n^* = \sqrt{n}/2 \in \partial(g_n^*) (x_n)$, $u_n^* = \sqrt{n}/2 \in \partial(q_n^*) (x_n)$ and $\omega_n^* = 0 \in \mathbb{R}_+$, $N_S(\omega_n)$). It holds $f(x_n) - f(a) + \langle q_n^*, g(x_n) - g(a) \rangle + \langle \omega_n^*, x_n - a \rangle = f(x_n) + \langle q_n^*, g(x_n) \rangle = -\sqrt{1/n} + (\sqrt{n}/2)(1/n) = -1/(2\sqrt{n}) \to 0 \ (n \to +\infty)$ and one can easily see that all the conditions in Theorem 3.6 are fulfilled.

In case dom $f = X$ and $f$ is continuous we obtain from Theorem 3.6 the following corollary.

**Corollary 3.5** The element $a \in S \cap g^{-1}(C) \cap \text{dom } f$ is an optimal solution of the problem $(P_L)$ if and only if

$$\left\{ \begin{array}{l}
\exists (x_n, \omega_n, t_n) \in X \times S \times (-C), \exists (u_n^*, v_n^*, \omega_n^*, q_n^*) \in X^* \times X^* \times X^* \times C^* , \\
u_n^* \in \partial f(x_n), v_n^* \in \partial(g_n^*) (x_n), \omega_n \in N_S(\omega_n), (q_n^*, t_n) = 0 \forall n \in \mathbb{N}, \\
u_n^* + v_n^* + \omega_n^* \to 0, \omega_n^* \to a, x_n \to a, t_n \to g(a) \ (n \to +\infty), \\
\langle q_n^*, t_n - g(a) \rangle + \langle \omega_n^*, \omega_n - a \rangle \to 0 \ (n \to +\infty) \text{ and} \\
\langle q_n^*, g(x_n) - g(a) \rangle + \langle \omega_n^*, x_n - a \rangle \to 0 \ (n \to +\infty). 
\end{array} \right.$$  \hspace{1cm} (3. 13)
Theorem 4.1]. Let us recall that $C$ problem (on $Y$)

3.3 THE PROBLEM WITH GEOMETRIC AND CONE CONSTRAINTS

Theorem 3.7 as a straightforward calculation shows.

Thibault obtained the same characterization as in Corollary 3.5
under the additional hypotheses that $C$ is a normal cone and $Y$ is reflexive (cf. [136, Theorem 4.1]). Let us recall that $C \subseteq Y$ is normal if and only if the norm function (on $Y$) is $C$-increasing on $C$. Although in [136] it is not mentioned, the pair $(\omega_n, t_n)$ must belong to the set $S \times (-C)$ for all $n \in \mathbb{N}$ and if one looks carefully at the proof given by Thibault, one can see that this must be assumed also in [136, Theorem 4.1].

3.3.2 The case $g$ is $C$-epi-closed

Let us consider the setting from the beginning of Section 3.3. Additionally we suppose that $g: X \to Y^*$ is $C$-epi-closed. In the following we derive another sequential form of the Lagrange multiplier rule for the problem $(P_L)$ by applying again Theorem 3.2, this time to the following perturbation function

$$\Phi^C_2: X \times X \times Y \to \mathbb{R}, \quad \Phi^C_2(x, p, q) = \begin{cases} f(x + p), & \text{if } x \in S \text{ and } g(x) \in q - C, \\ +\infty, & \text{otherwise.} \end{cases}$$

One can easily show that $\Phi^C_2$ is proper, convex and lower semicontinuous such that $(0, 0) \in \text{pr}_{X \times Y}(\text{dom} \Phi^C_2)$. The conjugate of $\Phi^C_2$ is $(\Phi^C_2)^*: X^* \times X^* \times Y^* \to \mathbb{R}$,

$$(\Phi^C_2)^*(x^*, p^*, q^*) = \begin{cases} f^*(p^*) + (-q^* g + \delta_S)(x^* - p^*), & \text{if } q^* \in -C^*, \\ +\infty, & \text{otherwise,} \end{cases}$$

as a straightforward calculation shows.

Theorem 3.7 The element $a \in S \cap g^{-1}(-C) \cap \text{dom } f$ is an optimal solution of the problem $(P_L)$ if and only if

$$\begin{cases} \exists (x_n, p_n, q_n) \in S \times \text{dom } f \times Y, g(x_n) \leq_C q_n, \exists (u^*_n, v^*_n, q^*_n) \in X^* \times X^* \times C^*, \\ u^*_n, v^*_n \in \partial f(p_n), v^*_n \in \partial (q^*_n g + \delta_S)(x_n), \langle q^*_n, q_n - g(x_n) \rangle = 0 \forall n \in \mathbb{N}, \\ u^*_n + v^*_n \to 0, x_n \to a, p_n \to a, q_n \to 0 \ (n \to +\infty) \text{ and} \\ f(p_n) - \langle u^*_n, p_n - x_n \rangle + \langle q^*_n, q_n \rangle - f(a) \to 0 \ (n \to +\infty). \end{cases}$$

(3.14)

Proof. According to Theorem 3.2, the element $a \in S \cap g^{-1}(-C) \cap \text{dom } f$ is an optimal solution of the problem $(P_L)$ if and only if there exist sequences $(x_n, p_n, q_n) \in \text{dom} \Phi^C_2$, $(x^*_n, p^*_n, q^*_n) \in \partial \Phi^C_2(x_n, p_n, q_n)$ such that

$$x^*_n \to 0, x_n \to a, (p_n, q_n) \to (0, 0) \ (n \to +\infty) \text{ and}$$

$$\Phi^C_2(x_n, p_n, q_n) - \langle (p^*_n, -q^*_n), (p_n, q_n) \rangle - \Phi^C_2(a, 0, 0) \to 0 \ (n \to +\infty).$$

Since $(x_n, p_n, q_n) \in \text{dom} \Phi^C_2$ we get $x_n \in S, x_n + p_n \in \text{dom } f$ and $g(x_n) \leq_C q_n$ for all $n \in \mathbb{N}$. We have $(x^*_n, p^*_n, -q^*_n) \in \partial \Phi^C_2(x_n, p_n, q_n)$ if and only if

$$\Phi^C_2(x_n, p_n, q_n) + (\Phi^C_2)^*(x^*_n, p^*_n, -q^*_n) = (x^*_n, x_n) + \langle p^*_n, p_n \rangle + \langle -q^*_n, q_n \rangle \iff$$

$$f(x_n + p_n) + f^*(p^*_n) + (q^*_n g + \delta_S)(x^*_n - p^*_n) = (x^*_n, x_n) + \langle p^*_n, p_n \rangle + \langle -q^*_n, q_n \rangle,$$

where $q^*_n \in C^*$ for all $n \in \mathbb{N}$. As $q_n - g(x_n) \in C$ we obtain $\langle q^*_n, q_n - g(x_n) \rangle \geq 0$ for all $n \in \mathbb{N}$. Using this and the Young-Fenchel inequality we get $f(x_n + p_n) + f^*(p^*_n) + (q^*_n g + \delta_S)(x^*_n - p^*_n) \geq \langle p^*_n, x_n + p_n \rangle + \langle x^*_n - p^*_n, x_n \rangle - (q^*_n g + \delta_S)(x_n)$ $= (x^*_n, x_n) + \langle p^*_n, p_n \rangle + \langle -q^*_n, q_n \rangle$. Hence $(x^*_n, p^*_n, -q^*_n) \in \partial \Phi^C_2(x_n, p_n, q_n)$ if and only if $p^*_n \in \partial f(x_n + p_n), x^*_n - p^*_n \in \partial (q^*_n g + \delta_S)(x_n)$ and
The case of the optimal solutions of the optimization problem

The sequential optimality conditions for composed convex optimization problems.

Sequential optimality condition can be derived from Corollary 3.6 (see Remark 3.12(b) for a discussion on the several reasons why we apply this method).

Introducing the new variables $p'_n, u^*_n$ and $v^*_n$ instead of $p_n, p^*_n$ and $x^*_n$ by $p'_n := x_n + p_n, u'_n := p^*_n$ and $v'_n := x^*_n - p^*_n$ for all $n \in \mathbb{N}$, respectively, one can see that (3.15) is equivalent to (3.14) (again denoting $p'_n$ by $p_n$ for all $n \in \mathbb{N}$), which completes the proof.

For the special case when $S = X$, we obtain the following sequential characterization of the optimal solutions of the optimization problem

\[
(P'_L) \inf_{g(x) \leq a} f(x).
\]

We use this result in subsection 3.4.1 when deriving necessary and sufficient sequential optimality conditions for composed convex optimization problems.

Corollary 3.6 The element $a \in g^{-1}(-C) \cap \text{dom } f$ is an optimal solution of the problem $(P'_L)$ if and only if

\[
\exists (x_n, p_n, q_n) \in X \times \text{dom } f \times Y, g(x_n) \leq_C q_n, \exists (u^*_n, v^*_n, q^*_n) \in X^* \times X^* \times C^*,
\]

\[
w^*_n \in \partial f(p_n), v^*_n \in \partial (q^*_n g)(x_n), \langle q^*_n, q_n - g(x_n) \rangle = 0 \forall n \in \mathbb{N},
\]

\[
u^*_n + v^*_n \to 0, x_n \to a, p_n \to a, q_n \to 0 \ (n \to +\infty) \text{ and } f(p_n) - \langle u^*_n, p_n - x_n \rangle + \langle q^*_n, q_n \rangle - f(a) \to 0 \ (n \to +\infty).
\]

(3.16)

3.4 Sequential optimality conditions for composed convex optimization problems

Let us turn our attention to a more general optimization problem than the ones treated in the last two sections. We work in the following setting: $X$ is a reflexive Banach space and $Y$ is a Banach space partially ordered by the non-empty convex cone $C \subseteq Y$. The optimization problem considered in this section is

\[
(P^{CC}) \inf_{x \in X} \{ f(x) + (g \circ h)(x) \},
\]

where $f : X \to \mathbb{R}$ is proper, convex and lower semicontinuous, $h : X \to Y^*$ is proper and $C$-convex and $g : Y^* \to \mathbb{R}$ is proper, convex and lower semicontinuous with $g(\infty_C) = +\infty$. We suppose also that $\text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \neq \emptyset$.

3.4.1 The case $h$ is $C$-epi-closed

Throughout this subsection we assume additionally that $Y$ is reflexive, $h$ is $C$-epi-closed and $g$ is $C$-increasing on $h(\text{dom } h) + C$. The problem $(P^{CC})$ is a convex optimization problem and for characterizing its optimal solutions the following sequential optimality condition can be derived from Corollary 3.6 (see Remark 3.12(b) for a discussion on the several reasons why we apply this method).
3.4 THE COMPOSED CONVEX OPTIMIZATION PROBLEM

Theorem 3.8 The element \( a \in \text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \) is an optimal solution of the problem \((P^c)^*\) if and only if

\[
\begin{align*}
\exists (x_n, p_n, q_n, q_n') & \in X \times \text{dom } f \times \text{dom } g \times Y, h(x_n) \leq C q_n', \\
\exists (u_n^*, v_n^*, q_n^*) & \in C^*, u_n^* \in \partial f(p_n), q_n^* + e_n^* \in \partial g(q_n), \\
u_n^* + \nabla h(x_n) (q_n, q_n' - h(x_n)) & = 0 \forall n \in \mathbb{N}, \\
u_n^* + v_n^* & \rightarrow 0, e_n^* \rightarrow 0, x_n \rightarrow a, p_n \rightarrow a, q_n \rightarrow h(a), q_n' \rightarrow h(a) (n \rightarrow +\infty), \\
f(p_n) - \langle u_n^*, p_n - x_n \rangle + \langle q_n^*, h(x_n) - h(a) \rangle & - f(a) \rightarrow 0 (n \rightarrow +\infty) \quad \text{and} \\
g(q_n) - \langle q_n^*, q_n - h(a) \rangle - g(h(a)) & \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.17)

Proof. One can prove that \( a \in \text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \) is an optimal solution of the problem \((P^c)^*\) if and only if \((a, h(a))\) is an optimal solution of the problem

\[
(P_L^c)^* = \inf_{G(x,y) \in -C} F(x,y),
\]

where \( F : X \times Y \rightarrow \mathbb{R}, F(x,y) = f(x) + g(y) \) and \( G : X \times Y \rightarrow Y^*, G(x,y) = h(x) - y \) for all \((x,y) \in X \times Y\). The hypotheses regarding the functions \( f, g \) and \( h \) imply that \( F \) is proper, convex and lower semicontinuous, while \( G \) is proper, \( C \)-convex and \( C \)-epi-closed. Applying Corollary 3.6 to the problem \((P_L^c)^*\), which is an optimization problem with cone constraints in \( X \times Y \), we get that \( a \in \text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \) is an optimal solution of the problem \((P^c)^*\) if and only if

\[
\begin{align*}
\exists (x_n, y_n, p_n, q_n, q_n') & \in \text{dom } F, F(x_n, y_n) \leq C q_n', \\
\exists (u_n^*, v_n^*, s_n^*, s_n'^*) & \in C^*, (u_n^*, v_n^*) \in \partial F(p_n, q_n), \\
u_n^* + v_n^* & \rightarrow 0, (x_n, y_n) \rightarrow (a, h(a)), (p_n, q_n) \rightarrow (a, h(a)), \\
q_n^* & \rightarrow 0 \quad \text{and} \quad F(p_n, q_n) - \langle (u_n^*, v_n^*), (p_n, q_n) - (x_n, y_n) \rangle + \\
q_n'^* - F(h(a), a) & \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.18)

We have \( \text{dom } F = \text{dom } f \times \text{dom } g, F^*(x^*, y^*) = f^*(x^*) + g^*(y^*) \) and thus \((x^*, y^*) \in \partial F(x,y) \iff x^* \in \partial f(x) \text{ and } y^* \in \partial g(y), \forall (x,y) \in X \times Y \text{ and } (x^*, y^*) \in X^* \times Y^*. \) Further, for \( \lambda \in C^* \) it holds

\[
(AG)^*(x^*, y^*) = \begin{cases} (\lambda h)^*(x^*), & \text{if } y^* + \lambda = 0, \\
+\infty, & \text{otherwise},\end{cases}
\]

and \((x^*, y^*) \in \partial (AG)(x,y) \) if and only if \( y^* + \lambda = 0 \) and \( x^* \in \partial (\lambda h)(x) \). Hence \( a \in \text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \) is an optimal solution of the problem \((P^c)^*\) if and only if

\[
\begin{align*}
\exists (x_n, y_n, p_n, q_n, q_n') & \in X \times Y \times \text{dom } f \times \text{dom } g \times Y, h(x_n) \leq C y_n + q_n', \\
\exists (u_n^*, v_n^*, s_n^*, s_n'^*) & \in C^*, u_n^* \in \partial f(p_n), v_n^* \in \partial g(q_n), u_n^* \in \partial (q_n^* h)(x_n), \\
\langle q_n^* - h(x_n), y_n - h(x_n) \rangle & = 0 \forall n \in \mathbb{N}, u_n^* + u_n'^* \rightarrow 0, v_n^* - q_n^* \rightarrow 0, x_n \rightarrow a, p_n \rightarrow a, \\
y_n \rightarrow h(a), q_n \rightarrow h(a), q_n' \rightarrow 0 (n \rightarrow +\infty) \quad \text{and} \quad F(p_n) + g(q_n) - \langle (u_n^*, v_n^*), (p_n, q_n) - (x_n, y_n) \rangle - \\
\langle q_n^*, q_n - y_n \rangle + \langle q_n'^*, q_n' - y_n \rangle - f(a) - g(h(a)) & \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.19)

With the notations \( q_n'' := y_n + q_n' \) and \( e_n^* := v_n^* - q_n^* \) for all \( n \in \mathbb{N} \), we obtain that (3.19) is equivalent to

\[
\begin{align*}
\exists (x_n, y_n, p_n, q_n, q_n'' & \in X \times Y \times \text{dom } f \times \text{dom } g \times Y, h(x_n) \leq C q_n'', \\
\exists (u_n^*, e_n^*, u_n'^*, s_n'^*) & \in C^*, u_n^* \in \partial f(p_n), q_n^* + e_n^* \in \partial g(q_n), u_n'^* \in \partial (q_n^* h)(x_n), \\
\langle q_n^* - h(x_n), y_n - h(x_n) \rangle & = 0 \forall n \in \mathbb{N}, u_n^* + u_n'^* \rightarrow 0, e_n^* \rightarrow 0, x_n \rightarrow a, p_n \rightarrow a, y_n \rightarrow h(a), \\
q_n \rightarrow h(a), q_n'' \rightarrow h(a) (n \rightarrow +\infty) \quad \text{and} \quad F(p_n) + g(q_n) - \langle (u_n^*, v_n^*), (p_n, q_n - x_n) \rangle - \\
\langle e_n^*, q_n - y_n \rangle + \langle q_n'^*, q_n'^* - y_n \rangle - f(a) - g(h(a)) & \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.20)
Since \( \langle e_n^*, q_n - y_n \rangle \to 0 \) \((n \to +\infty)\), we obtain that the element \( a \in \text{dom } f \cap \text{dom } h \cap h^{-1}(\text{dom } g) \) is an optimal solution of the problem \((P^G)\) if and only if

\[
\begin{align*}
\exists (x_n, y_n, p_n, q_n, q''_n) & \in X \times Y \times \text{dom } f \times \text{dom } g \times Y : h(x_n) \leq C \cdot q''_n, \\
\exists (u_n^*, e_n^*, u_n, q''_n) & : q''_n \in C_*^\circ, u_n^* \in \partial f(p_n), q''_n + e_n^* \in \partial g(q_n), u_n^* \in \partial (q''_n h)(x_n), \\
\langle q''_n, q''_n - h(x_n) \rangle &= 0 \ \forall n \in \mathbb{N}, u_n^* + u_n \to 0, e_n^* \to 0, x_n \to a, p_n \to a, \\
y_n \to h(a), q_n \to h(a), q''_n \to h(a) \ (n \to +\infty) & \text{ and} \\
f(p_n) + g(q_n) - \langle u_n^*, p_n - x_n \rangle - \langle q''_n, q_n - q''_n \rangle - f(a) - g(h(a)) \to 0 \ (n \to +\infty).
\end{align*}
\]

(3.21)

Let us notice that the sequence \( \{y_n : n \in \mathbb{N}\} \) plays no role in (3.21), which is thus equivalent to

\[
\begin{align*}
\exists (x_n, p_n, q_n, q''_n) & \in X \times \text{dom } f \times \text{dom } g \times Y : h(x_n) \leq C \cdot q''_n, \\
\exists (u_n^*, e_n^*, u_n, q''_n) & : q''_n \in C_*^\circ, u_n^* \in \partial f(p_n), q''_n + e_n^* \in \partial g(q_n), u_n^* \in \partial (q''_n h)(x_n), \\
\langle q''_n, q''_n - h(x_n) \rangle &= 0 \ \forall n \in \mathbb{N}, u_n^* + u_n \to 0, e_n^* \to 0, x_n \to a, p_n \to a, \\
q_n \to h(a), q''_n \to h(a) \ (n \to +\infty) & \text{ and} \\
f(p_n) + g(q_n) - \langle u_n^*, p_n - x_n \rangle - \langle q''_n, q_n - q''_n \rangle - f(a) - g(h(a)) \to 0 \ (n \to +\infty).
\end{align*}
\]

(3.22)

Indeed, the direct implication is obvious, while for the reverse one we take \( y_n := h(a) \) for all \( n \in \mathbb{N} \).

Let us introduce now the following real sequences: \( a_n := f(p_n) + g(q_n) - \langle u_n^*, p_n - x_n \rangle - \langle q''_n, q_n - q''_n \rangle - f(a) - g(h(a)) \), \( b_n := g(q_n) - \langle q''_n, q_n - h(a) \rangle - g(h(a)) \), and \( c_n := f(p_n) - \langle u_n^*, p_n - x_n \rangle + \langle q''_n, h(x_n) - h(a) \rangle - f(a) \) for all \( n \in \mathbb{N} \). We prove that if the condition

\[
\begin{align*}
(x_n, p_n, q_n, q''_n) & \in X \times \text{dom } f \times \text{dom } g \times Y, u_n^* \in \partial f(p_n), q''_n + e_n^* \in \partial g(q_n), \\
u_n^* \in \partial (q''_n h)(x_n), \langle q''_n, q''_n - h(x_n) \rangle &= 0 \ \forall n \in \mathbb{N} \text{ and} \\
u_n^* + u_n \to 0, e_n^* \to 0, x_n \to a, q_n \to h(a) \ (n \to +\infty)
\end{align*}
\]

(3.23)

is satisfied, then we have

\[
a_n \to 0 \ (n \to +\infty) \text{ if and only if } b_n \to 0 \text{ and } c_n \to 0 \ (n \to +\infty).
\]

(3.24)

Indeed, if (3.23) is fulfilled, then

\[
a_n = b_n + c_n,
\]

(3.25)

hence the sufficiency of relation (3.24) is trivial. We point out that for this implication we need only the fulfillment of \( \langle q_n^*, q_n^* - h(x_n) \rangle = 0 \) for all \( n \in \mathbb{N} \).

Assume now that \( a_n \to 0 \ (n \to +\infty) \). Since \( u_n^* \in \partial f(p_n) \) we have \( f(a) - f(p_n) \geq \langle u_n^*, a - p_n \rangle \) for all \( n \in \mathbb{N} \). Moreover, \( u_n^* \in \partial (q_n^* h)(x_n) \), hence \( \langle q_n^*, h(a) \rangle - \langle q_n^*, h(x_n) \rangle \geq \langle u_n^*, a - x_n \rangle \) for all \( n \in \mathbb{N} \). We obtain that \( c_n \leq \langle u_n^*, p_n - a \rangle + \langle u_n^*, x_n - a \rangle - \langle u_n^*, p_n - x_n \rangle = \langle u_n^* + u_n^*, x_n - a \rangle \). Also, from \( q_n^* + e_n^* \in \partial g(q_n) \) we get \( g(h(a)) - g(q_n) \geq (q_n^* + e_n^*, h(a) - q_n^*) \) and so

\[
b_n \leq \langle q_n^* + e_n^*, q_n - h(a) \rangle - \langle q_n^*, q_n - h(a) \rangle = (e_n^*, q_n - h(a)).
\]

On the other hand, we have

\[
b_n = a_n - c_n \geq a_n - (u_n^* + u_n^*, x_n - a).
\]

Combining the last two inequalities we obtain \( b_n \to 0 \ (n \to +\infty) \). From (3.25) we also get \( c_n \to 0 \ (n \to +\infty) \) and hence (3.24) is fulfilled.

Thus the condition (3.22) is equivalent to (3.17) and the proof is complete. \( \square \)

In the following corollary we give a sequential characterization of the subgradients of the function \( g \circ h \) at \( a \in \text{dom } h \cap h^{-1}(\text{dom } g) \).
Corollary 3.7 For $a \in \text{dom } h \cap h^{-1}(\text{dom } g)$ we have $x^* \in \partial(g \circ h)(a)$ if and only if

$$
\begin{align*}
\exists (x_n, q_n, q'_n) \in X \times \text{dom } g \times Y, h(x_n) &\leq C q'_n, \exists (e^*_n, x^*_n, q^*_n), q^*_n \in C^*, \\
q^*_n + e^*_n &\in \partial g(q_n), x^*_n \in \partial h(x_n), (q^*_n, q'_n - h(x_n)) = 0 \forall n \in \mathbb{N}, \\
x_n &\to a, q_n \to h(a), q'_n \to h(a), x^*_n \to x^*, e^*_n \to 0 (n \to +\infty), \\
g(q_n) - (q^*_n, q_n - h(a)) - g(h(a)) &\to 0 (n \to +\infty) \text{ and} \\
(q^*_n, h(x_n) - h(a)) &\to 0 (n \to +\infty).
\end{align*}
$$

(3.26)

Proof. We have $x^* \in \partial(g \circ h)(a) \Leftrightarrow 0 \in \partial(-x^* + g \circ h)(a)$ if and only if

$$
\begin{align*}
\exists (x_n, p_n, q_n, q'_n) \in X \times X \times \text{dom } g \times Y, h(x_n) &\leq C q'_n, \exists (e^*_n, u^*_n, q_n), q^*_n \in C^*, \\
q^*_n + e^*_n &\in \partial g(q_n), u^*_n \in \partial h(x_n), (q^*_n, q'_n - h(x_n)) = 0 \forall n \in \mathbb{N}, \\
x_n &\to a, p_n \to a, q_n \to h(a), q'_n \to h(a), u^*_n \to x^*, e^*_n \to 0 (n \to +\infty), \\
g(q_n) - (q^*_n, q_n - h(a)) - g(h(a)) &\to 0 (n \to +\infty) \text{ and} \\
(q^*_n, h(x_n) - h(a)) &\to 0 (n \to +\infty),
\end{align*}
$$

(3.27)

where we used the continuity of the function $f$ and the fact that $\partial f(x) = \{-x^*\}$ for all $x \in X$. The desired conclusion follows easily, since in the condition (3.27) the sequence $\{p_n : n \in \mathbb{N}\}$ is superfluous (we made the notation $x^*_n := u^*_n$ for all $n \in \mathbb{N}$). \hfill $\square$

Remark 3.9 Corollary 3.7 above is exactly the result given by Thibault in [136, Theorem 3.1].

3.4.2 The case $h$ is continuous

We consider again the setting from the beginning of Section 3.4, with the additional hypotheses that $h : X \to Y$ is continuous and $g : Y \to \mathbb{R}$ is $C$-increasing on $Y$.

We want to mention that, unlike in the previous subsection, the results in this subsection hold even in the case $Y$ is not reflexive. We consider the perturbation function $\Phi^{CC} : X \times Y \to \mathbb{R}$,

$$
\Phi^{CC}(x, y) = f(x) + g(h(x) + y) \forall (x, y) \in X \times Y,
$$

(3.28)

which is in this situation proper, convex and lower semicontinuous. The conjugate function $(\Phi^{CC})^* : X^* \times Y^* \to \mathbb{R}$ has for all $((x^*, y^*)) \in X^* \times Y^*$ the following form

$$(\Phi^{CC})^*(x^*, y^*) = \begin{cases} 
(f + y^*h)^*(x^*) + g^*(y^*), & \text{if } y^* \in C^*, \\
+\infty, & \text{otherwise},
\end{cases}$$

where we took into consideration that $g^*(y^*) = +\infty$ for all $y^* \in Y^* \setminus C^*$. By means of the general result Theorem 3.2 applied for this perturbation function we obtain the following sequential optimality conditions for $(P^{CC})$.

Theorem 3.9 The element $a \in \text{dom } f \cap h^{-1}(\text{dom } g)$ is an optimal solution of the problem $(P^{CC})$ if and only if

$$
\begin{align*}
\exists (x_n, y_n) \in \text{dom } f \times \text{dom } g, \exists (u^*_n, v^*_n, y'_n) \in X^* \times X^* \times C^*, \\
u^*_n \in \partial f(x_n), v^*_n \in \partial (y^*_n h)(x_n), y'_n \in \partial g(y_n) \forall n \in \mathbb{N}, \\
u^*_n + v^*_n &\to 0, x_n \to a, y_n \to h(a) (n \to +\infty), \\
f(x_n) + (y'_n, h(x_n) - h(a)) - f(a) &\to 0 (n \to +\infty) \text{ and} \\
g(y_n) - (y'_n, y_n - h(a)) - g(h(a)) &\to 0 (n \to +\infty).
\end{align*}
$$

(3.29)
Proof. Applying Theorem 3.2 we obtain that \( a \in \text{dom} f \cap h^{-1}(\text{dom} g) \) is an optimal solution of the problem \((P^{CC})\) if and only if

\[
\begin{align*}
&\exists(x_n, y_n) \in X \times Y, x_n \in \text{dom} f, h(x_n) + y_n \in \text{dom} g, \\
&\exists(x_n^*, y_n^*) \in \partial f^{CC}(x_n, y_n) \forall n \in \mathbb{N}, x_n^* \rightarrow a, y_n \rightarrow 0 (n \rightarrow +\infty) \text{ and } \\
&\Phi^{CC}(x_n, y_n) - (y_n^*, y_n) - \Phi^{CC}(a, 0) \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.30)

The condition \((x_n^*, y_n^*) \in \partial f^{CC}(x_n, y_n)\) is equivalent to \(y_n^* \in C^*\) and \(f(x_n) + g(h(x_n)) + (f + y_n^* h)^*(x_n^*) + g^*(y_n^*) = \langle x_n^*, x_n \rangle + \langle y_n^*, y_n \rangle\) for all \(n \in \mathbb{N}\). By using the Young-Fenchel inequality one can see that for all \(n \in \mathbb{N}\) we have

\[
f(x_n) + (y_n^* h)(x_n) + (f + y_n^* h)^*(x_n^*) - \langle x_n^*, x_n \rangle \geq 0
\]

and

\[
g(h(x_n) + y_n) + g^*(y_n^*) - \langle y_n^*, h(x_n) + y_n \rangle \geq 0.
\]

Since the sum of the terms in the left-hand side of the inequalities above is equal to zero, both of them must be equal to zero. This is the case if and only if \(x_n^* \in \partial (f + y_n^* h)(x_n)\) and \(y_n^* \in \partial g(h(x_n) + y_n)\) for all \(n \in \mathbb{N}\). Hence \(a \in \text{dom} f \cap h^{-1}(\text{dom} g)\) is an optimal solution of \((P^{CC})\) if and only if

\[
\begin{align*}
&\exists(x_n, y_n) \in X \times Y, x_n \in \text{dom} f, h(x_n) + y_n \in \text{dom} g, \\
&\exists(x_n^*, y_n^*) \in X^* \times C^*, x_n^* \in \partial (f + y_n^* h)(x_n), y_n^* \in \partial g(h(x_n) + y_n) \forall n \in \mathbb{N}, \\
x_n^* \rightarrow a, y_n \rightarrow 0 (n \rightarrow +\infty) \text{ and } \\
f(x_n) + g(h(x_n) + y_n) - \langle y_n^*, y_n \rangle - \langle x_n^*, x_n \rangle \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.31)

The function \(h\) being continuous, the following subdifferential sum formula holds:

\[
\partial (f + y_n^* h)(x_n) = \partial f(x_n) + \partial (y_n^* h)(x_n) \forall n \in \mathbb{N}
\]

(3.32)

(cf. [147, Theorem 2.8.7]). Thus \(x_n^* \in \partial (f + y_n^* h)(x_n) \) if and only if there exist \(u_n^* \in \partial f(x_n)\) and \(v_n^* \in \partial (y_n^* h)(x_n)\) such that \(x_n^* = u_n^* + v_n^*\) for all \(n \in \mathbb{N}\). Introducing a new variable by \(y_n' := h(x_n) + y_n\) for all \(n \in \mathbb{N}\) and employing once more the continuity of the function \(h\) we get that (3.31) is equivalent to

\[
\begin{align*}
&\exists(x_n, y_n', y_n^*) \in \text{dom} f \times \text{dom} g \times \text{dom} g, \exists(u_n^*, v_n^*, y_n^*) \in X^* \times X^* \times C^*, \\
u_n^* \in \partial f(x_n), v_n^* \in \partial (y_n^* h)(x_n), y_n^* \in \partial g(y_n') \forall n \in \mathbb{N}, \\
u_n^* + v_n^* \rightarrow a, x_n \rightarrow a, y_n' \rightarrow h(a) (n \rightarrow +\infty) \text{ and } \\
f(x_n) + g(y_n') - \langle y_n^*, y_n' \rangle - h(x_n) - \langle a, g(h(a)) \rangle \rightarrow 0 (n \rightarrow +\infty).
\end{align*}
\]

(3.33)

Let us consider now the following real sequences: \(\alpha_n := f(x_n) + g(y_n') - \langle y_n^*, y_n' - h(x_n) \rangle - \langle a, g(h(a)) \rangle\), \(\beta_n := f(x_n) - f(a) + \langle y_n^*, h(x_n) - h(a) \rangle\) and \(\gamma_n := g(y_n') - g(h(a)) - \langle y_n^*, y_n' - h(a) \rangle\) for all \(n \in \mathbb{N}\). We have \(\alpha_n = \beta_n + \gamma_n\) for all \(n \in \mathbb{N}\) and if the condition

\[
\begin{align*}
&\exists(x_n, y_n', y_n^*) \in \text{dom} f \times \text{dom} g \times \text{dom} g, (u_n^*, v_n^*, y_n^*) \in X^* \times X^* \times C^*, \\
u_n^* \in \partial f(x_n), v_n^* \in \partial (y_n^* h)(x_n), y_n^* \in \partial g(y_n') \forall n \in \mathbb{N}, \\
u_n^* + v_n^* \rightarrow 0, x_n \rightarrow a, (n \rightarrow +\infty),
\end{align*}
\]

(3.34)

is satisfied, then

\[
\alpha_n \rightarrow 0 (n \rightarrow +\infty) \text{ if and only if } \beta_n \rightarrow 0 \text{ and } \gamma_n \rightarrow 0 (n \rightarrow +\infty).
\]

(3.35)

We omit the proof of (3.35), since it can be done in the lines of the one given for the relation (3.24) in the proof of Theorem 3.8. Hence the condition (3.33) is equivalent to (3.29). \(\square\)
3.4 THE COMPOSED CONVEX OPTIMIZATION PROBLEM

Remark 3.10 Particularizing Theorem 3.9 to the case $C = \{0\}$ and $h = A$, where $A : X \rightarrow Y$ is a continuous linear mapping, we rediscover Theorem 3.4. The details are left to the reader.

For the special case when $f = -x^*$, where $x^* \in X^*$ is fixed, we obtain from Theorem 3.9 the following result concerning the subgradients of the function $g \circ h$.

**Corollary 3.8** For $a \in h^{-1}(\text{dom } g)$ we have $x^* \in \partial (g \circ h)(a)$ if and only if

$$
\begin{align*}
&\exists (x_n, y_n) \in X \times \text{dom } g, \exists (v_n^*, y_n^*) \in X^* \times C^*, v_n^* \in \partial (y_n^* h)(x_n), y_n^* \in \partial g(y_n), \\
v_n^* \rightarrow x^*, \ x_n \rightarrow a, \ y_n \rightarrow h(a) \ (n \rightarrow +\infty), \\
g(y_n) - (y_n^*, y_n - h(a)) - g(h(a)) \rightarrow 0 \ (n \rightarrow +\infty) \ \text{and} \\
(y_n^*, h(x_n) - h(a)) \rightarrow 0 \ (n \rightarrow +\infty).
\end{align*}
$$

(3. 36)

Remark 3.11 The above sequential characterization of an arbitrary $x^* \in \partial (g \circ h)(a)$ was given by Thibault in case $X$ and $Y$ are reflexive Banach spaces, $C$ is a closed, convex and normal cone and $g$ is $C$-increasing on $h(X) + C$ (see [136, Corollary 3.2]). We proved that if the function $g$ is $C$-increasing on $Y$, then this result holds even if the cone $C$ is not normal and $Y$ is an arbitrary Banach space. Moreover, the closedness condition regarding the cone $C$, requested by Thibault in [136, Corollary 3.2], is not needed anymore in this situation.

Remark 3.12 (a) One can prove that the perturbation function defined at the beginning of subsection 3.4.2 is lower semicontinuous even in the more general case when $h$ is star $C$-lower semicontinuous (this is a direct consequence of the equality $(\Phi^{CC})^{**}(x, y) = \Phi^{CC}(x, y)$ for all $(x, y) \in X \times Y$, which can be proved by direct calculations, see also [34, Section 3]). This means that it is possible to derive sequential optimality conditions even in this case. Nevertheless, in order to obtain the result given by Thibault in [136, Corollary 3.2], we have to suppose that $h$ is continuous, as this fact was used twice in the proof of Theorem 3.9 above. Even if the subdifferential sum formula (3. 32) holds also in the case $h$ is star $C$-lower semicontinuous and $f$ is continuous (because we take $f = -x^*$ in order to obtain the result of Thibault), we still need the continuity of the function $h$ in order to ensure that the sequence $y_n^*$ has the limit $h(a)$ as $n \rightarrow +\infty$ (see the equivalence between the conditions (3. 31) and (3. 33) in the proof of Theorem 3.9).

(b) Under the hypotheses mentioned at the beginning of subsection 3.4.1 one cannot prove that the perturbation function $\Phi^{CC}$ defined in the relation (3. 28) is lower semicontinuous and hence in case $h$ is $C$-epi-closed, Theorem 3.2 is not applicable for this perturbation function. This is one of the reasons why the first sequential optimality condition for the composed convex optimization problem ($P^{CC}$), namely Theorem 3.8, is derived via Corollary 3.6, a result which is given for an optimization problem with cone constraints (of course, Corollary 3.6 is obtained from the general result Theorem 3.2). Another reason is that the condition $g$ is $C$-increasing on $h(\text{dom } h) + C$ (which is the case in subsection 3.4.1) is not sufficient in order to guarantee the convexity of the above mentioned perturbation function. In order to ensure the convexity of the function $\Phi^{CC}$, $g$ has to be $C$-increasing on $Y$, which is actually the case in subsection 3.4.2.

Remark 3.13 Let us notice that by using the general sequential optimality conditions given in Remark 3.3, several sequential characterizations of optimal solutions for composed optimization problems with geometric and cone constraints are obtained in [30]. These conditions are then applied to equivalently characterize the properly efficient solutions (in the sense of linear scalarization) of vector optimization problems with geometric and cone constraints.
Chapter 4

Applications of the duality theory to enlargements of maximal monotone operators

Due to its applications in the theory of partial differential equations, the maximal monotonicity of operators defined on Banach spaces has been intensively studied since the beginning of this theory in the 1960’s. We mention here the papers of Browder [40], Minty [100] and Rockafellar [122, 123] who made the first important steps in this field. A comprehensive study of the theory of monotone operators can be found in the monographs of Simons [126, 128] and the lecture notes due to Phelps [112], which are relevant references for anyone interested in this topic.

To an arbitrary monotone operator defined on a Banach space, Fitzpatrick associated in 1988 a convex and lower semicontinuous function which, in case the operator is maximally monotone, provides a characterization of the graph of the operator (cf. [63]). In this way, the theory of maximal monotone operators is linked with convex analysis. Unfortunately, these properties were not exploited until 2001, when the Fitzpatrick function was rediscovered by Martínez-Legaz and Théra in [98], and independently, by Burachik and Svaiter in [49]. Since then, convex analysis, and in particular conjugate duality, plays an important role in the theory of maximal monotone operators.

Enlargements of maximal monotone operators were introduced and studied in order to find the zeros of a maximal monotone operator, that is to solve the problem

\[
\text{find } x \in X \text{ such that } 0 \in S(x),
\]

where \( S : X \rightrightarrows X^* \) is a monotone operator and \( X \) is a Banach space. It is useful in this sense to consider an “enlargement” of \( S \), that is a set-valued operator \( S' : \mathbb{R}_+ \times X \rightrightarrows X^* \) with the property that \( S(x) \subseteq S'(\varepsilon, x) \) for all \( \varepsilon \geq 0 \) and \( x \in X \). Several examples of enlargements where introduced in the literature with the help of which one can develop algorithms to solve the problem (4. 1) (the first one was introduced by Burachik, Iusem and Svaiter in [44] with applications to variational inequalities). We refer to the monograph of Burachik and Iusem [43] for more details regarding enlargements of monotone operators and their applications.

We give in this chapter applications of the duality theory to enlargements of maximal monotone operators, proving once more the usefulness of convex analysis in the theory of monotone operators. Motivated by a classical result concerning the \( \varepsilon \)-subdifferential of the sum of two proper, convex and lower semicontinuous functions, we generalize this result to the context of enlargements of maximal monotone
operators. An answer to an open problem posed by Burachik and Iusem is given and finally we introduce a regularity condition which ensures that the sum of the images of the enlargements of two maximal monotone operators is weak* -closed. The main results of this chapter are Corollary 4.2 (which is then applied in Section 4.3), Theorem 4.5, Corollary 4.6 and Theorem 4.8. The results presented in this chapter are based on [21, 23].

4.1 A bivariate infimal convolution formula

For the problem of establishing the maximal monotonicity of the sum of two maximal monotone operators defined on a reflexive Banach space it is important to give sufficient conditions for a so-called bivariate infimal convolution formula (see [111, 130]). This approach is useful when one tries to give a formula for the ε-enlargement of the sum of two maximal monotone operators (see Section 4.3). This is the reason why in the following we focus our attention on conditions which ensure this bivariate infimal convolution formula (see Corollary 4.2).

Let us consider $X$ and $Y$ separated locally convex spaces and $X^*, Y^*$ their topological dual spaces, respectively. Part (i) of the next lemma plays an important role in deriving an equivalent characterization of the bivariate infimal convolution formula. Part (ii) finds applications in Section 4.5.

**Lemma 4.1** Let $\Phi : X \times Y \to \mathbb{R}$ be a proper, convex and lower semicontinuous function.

(i) If $0 \in \text{pr}_Y(\text{dom } \Phi)$ then

\[ (\Phi(\cdot, 0))^* = \text{cl}_{w^*} \left( \inf_{y^* \in Y^*} \Phi^*(\cdot, y^*) \right) \]  \hspace{1cm} (4.2)

and

\[ \text{epi}(\Phi(\cdot, 0))^* = \text{cl}_{w^* \times \mathbb{R}} \left( \text{pr}_{X^* \times \mathbb{R}}(\text{epi } \Phi^*) \right) \]  \hspace{1cm} (4.3)

(ii) For all $x \in \text{pr}_X(\text{dom } \Phi)$ we have

\[ \text{pr}_{Y^*}(\text{dom } \Phi^*) \subseteq \text{dom}(\Phi(x, \cdot))^* \subseteq \text{cl}_{w^*}(\text{pr}_{Y^*}(\text{dom } \Phi^*)). \]  \hspace{1cm} (4.4)

**Proof.** For (i) we refer to [34, Theorem 1 and Theorem 2]. Let us notice that relation (4.2) was observed also in [148, page 197] and [110, pp. 628–629].

(ii) Let $x \in \text{pr}_X(\text{dom } \Phi)$ be fixed and define $\Psi : Y \times X \to \mathbb{R}$ by $\Psi(y, u) = \Phi(x + u, y)$ for all $(y, u) \in Y \times X$. The function $\Psi$ is proper, convex and lower semicontinuous and fulfills $\Psi(y, 0) = \Phi(x, y)$ for all $y \in Y$. Since $x \in \text{pr}_X(\text{dom } \Phi)$ one has that $0 \in \text{pr}_Y(\text{dom } \Psi)$.

According to (4.2) we have that

\[ (\Psi(\cdot, 0))^* = \text{cl}_{w^*} \left( \inf_{x^* \in X^*} \Psi^*(\cdot, x^*) \right). \]

Consequently,

\[ \text{dom} \left( \inf_{x^* \in X^*} \Psi^*(\cdot, x^*) \right) \subseteq \text{dom} \left( \text{cl}_{w^*} \left( \inf_{x^* \in X^*} \Psi^*(\cdot, x^*) \right) \right) \]

\[ \subseteq \text{cl}_{w^*} \left( \text{dom} \left( \inf_{x^* \in X^*} \Psi^*(\cdot, x^*) \right) \right). \]

Further we have that $v^* \in \text{dom} \left( \inf_{x^* \in X^*} \Psi^*(\cdot, x^*) \right)$ if and only if there exists $x^* \in X^*$ such that $\Psi^*(v^*, x^*) < +\infty$. Since

\[ \Psi^*(v^*, x^*) = \sup_{v \in Y, u \in X} \{(v^*, v) + (x^*, u) - \Phi(x + u, v)\} \]
\[\sup_{v \in Y, t \in X} \{ \langle v^*, v \rangle + \langle x^*, t - x \rangle - \Phi(t, v) \} = -(x^*, x) + \Phi^*(x^*, v^*),\]

this is the same with having that \(\Phi^*(x^*, v^*) < +\infty\) or, equivalently, \((x^*, v^*) \in \text{dom } \Phi^*\). Therefore \(\text{dom} \left( \inf_{x^* \in X} \Psi^*(\cdot, x^*) \right) = \text{pr}_{X^*}(\text{dom } \Phi^*)\) and the conclusion follows.

Before we proceed, let us recall the following concept. For \(M, Z\) two subsets of \(X\), we say that \(M\) is closed regarding the set \(Z\) if \(M \cap Z = \text{cl}(M) \cap Z\). It is worth noting that a closed set is closed regarding any set. Several weak regularity conditions (in the theory of maximal monotone operators and convex optimization) are expressed by using this notion, see [26, 32–34].

**Theorem 4.1** Let \(\Phi : X \times Y \to \mathbb{R}\) be a proper, convex and lower semicontinuous function such that \(0 \in \text{pr}_Y(\text{dom } \Phi)\) and \(U\) be a non-empty subset of \(X^*\). Then the following statements are equivalent:

(i) \(\sup_{x^* \in X} \{ (x^*, x) - \Phi(x, 0) \} = \min_{y^* \in Y^*} \Phi^*(x^*, y^*) \) for all \(x^* \in U\);

(ii) \(\text{pr}_{X^*}(\text{epi } \Phi^*)\) is closed regarding \(U \times \mathbb{R}\) in \((X^*, \omega(X^*, X)) \times \mathbb{R}\).

**Proof.** (i)⇒(ii) Take an arbitrary element \((x^*, r) \in \text{cl}_{w^* \times \mathbb{R}} \left( \text{pr}_{X^* \times \mathbb{R}} \left( \text{epi } \Phi^* \right) \right) \cap (U \times \mathbb{R})\). Lemma 4.1(i) guarantees that \((x^*, r) \in \text{epi} \Phi^*\), which implies \((\Phi^* (x^*) - x^* - r) \leq 0\), that is \(\sup_{x^* \in X} \{ (x^*, x) - \Phi(x, 0) \} \leq r\). From (i) we obtain the existence of an element \(y^* \in Y^*\) such that \(\Phi^*(x^*, y^*) \leq r\), thus \((x^*, r) \in \text{pr}_{X^* \times \mathbb{R}} \left( \text{epi } \Phi^* \right) \cap (U \times \mathbb{R})\) and since the reverse inclusion is always satisfied, we obtain that (ii) is fulfilled.

Conversely, suppose that (ii) is true and take \(x^* \in U\) arbitrary. From the Young-Fenchel inequality we obtain

\[(\Phi^* (x^*)) \leq \inf_{y^* \in Y^*} \Phi^*(x^*, y^*). \tag{4. 5}\]

In case \((\Phi^* (x^*)) = +\infty\), then (i) is obviously satisfied. So we may suppose that \((\Phi^* (x^*)) < +\infty\). Taking into consideration that \(0 \in \text{pr}_Y(\text{dom } \Phi)\) we easily derive that \((\Phi^* (x^*)) \in \mathbb{R}\). We get by relation (4. 3) and (ii) that \((x^*, (\Phi^* (x^*)) \in \text{epi} \Phi^* \cap (U \times \mathbb{R}) = \text{cl}_{w^* \times \mathbb{R}} \left( \text{pr}_{X^* \times \mathbb{R}} \left( \text{epi } \Phi^* \right) \right) \cap (U \times \mathbb{R})\). Hence there exists an element \(y^* \in Y^*\) such that \(\Phi^*(x^*, y^*) \leq (\Phi^* (x^*)) \leq \Phi^*(x^*, y^*)\). Combining this with (4. 5) we obtain \((\Phi^* (x^*)) = \inf_{y^* \in Y^*} \Phi^*(x^*, y^*)\). As \(x^* \in U\) was arbitrary taken, the proof is complete.

\[\Box\]

**Remark 4.1** One can give an alternative proof of the above theorem. To this end, let \((X, \tau)\) be a topological space, where \(\tau\) is the corresponding topology on \(X\), \(U \subseteq X \) and \(A \subseteq X \times \mathbb{R}\). One can prove that \(A \cap (U \times \mathbb{R}) = \text{cl}_{\text{pr}_X \times \mathbb{R}}(A) \cap (U \times \mathbb{R})\) if and only if \(A \cap \{u \times \mathbb{R}\} = \text{cl}_{\text{pr}_X \times \mathbb{R}}(A) \cap \{u \times \mathbb{R}\}\) for all \(u \in U\).

Using this remark, one can deduce Theorem 4.1 from the corresponding statement with \(U\) a singleton. Indeed, for \(U = \{x^*\}\), the statement (i) is nothing else than \((\Phi^* (x^*)) = \inf_{y^* \in Y^*} \Phi^*(x^*, y^*)\) and the infimum is attained, while (ii) asserts that for \(A := \text{pr}_{X^* \times \mathbb{R}}(\text{epi } \Phi^*)\) one has \(A \cap \{x^* \times \mathbb{R}\} = \text{cl}_{w^* \times \mathbb{R}}(A) \cap \{x^* \times \mathbb{R}\}\). For \(x^* = 0\) the equivalence of (i) and (ii) is nothing else than [114, Theorem 4.3.1] (see also [113, pp. 6]). The statement for \(x^* \neq 0\) can be deduced by making a translation.

**Remark 4.2** Considering in the previous theorem \(U := X^*\) we obtain, under the same hypotheses as in Theorem 4.1, that the following conditions are equivalent:
An important special case of Theorem 4.1 follows.

Corollary 4.1 Let \( f, g : X \to \mathbb{R} \) be proper, convex and lower semicontinuous functions such that \( \text{dom}\, f \cap \text{dom}\, g \neq \emptyset \) and \( U \) be a non-empty subset of \( X^* \). Then the following statements are equivalent:

(i) \( (f + g)^*(x^*) = (f^\ast \Box g^*)(x^*) \) and \( f^\ast g^* \) is exact at \( x^* \) for all \( x^* \in U \); 

(ii) \( \text{epi}\, f^\ast + \text{epi}\, g^* \) is closed regarding \( U \times \mathbb{R} \) in \( (X^*, \omega(X^*, X)) \times \mathbb{R} \).

Proof. Consider the function \( \Phi : X \times X \to \mathbb{R} \) defined by \( \Phi(x, y) = f(x) + g(x + y) \) for all \( (x, y) \in X \times X \). A simple computation shows that \( \Phi^\ast(x^*, y^*) = f^\ast(x^* - y^*) + g^\ast(y^*) \) for all \( (x^*, y^*) \in X^* \times X^* \). One can prove easily that the hypotheses of Theorem 4.1 are satisfied for this particular choice of the function \( \Phi \). The result follows now by applying Theorem 4.1.

Remark 4.3 In case \( U = X^* \), the previous corollary was established by Burachik and Jeyakumar in Banach spaces (cf. [45, Theorem 1]) and by Bot and Wanka in separated locally convex spaces (cf. [37, Theorem 3.2]).

The following result will lead us to the bivariate inf-convolution formula.

Theorem 4.2 Let \( h_1, h_2 : X \times Y \to \mathbb{R} \) be proper, convex and lower semicontinuous functions such that \( \text{pr}_X(\text{dom}\, h_1) \cap \text{pr}_X(\text{dom}\, h_2) \neq \emptyset \) and \( V \) be a non-empty subset of \( Y^* \). Consider the functions \( h_1 \Box h_2 : X \times Y \to \mathbb{R} \), \( h_1 \Box h_2(x, y) = \inf\{h_1(x, u) + h_2(x, v) : u, v \in Y, u + v = y\} \) and \( h_1^\ast \Box h_2^\ast : X^* \times Y^* \to \mathbb{R} \) by \( h_1^\ast \Box h_2^\ast(y^*, y^*) = \inf\{h_1^\ast(u^*, y^*) + h_2^\ast(v^*, y^*) : u^*, v^* \in X^*, u^* + v^* = y^*\} \). Then the following conditions are equivalent:

(i) \( (h_1 \Box h_2)^\ast(x^*, y^*) = (h_1^\ast \Box h_2^\ast)(x^*, y^*) \) and \( h_1^\ast \Box h_2^\ast \) is exact at \( (x^*, y^*) \) (that is, the infimum in the definition of \( (h_1 \Box h_2)^\ast \) is attained) for all \( (x^*, y^*) \in X^* \times Y^* \); 

(ii) \( \{(a^* + b^*, u^*, v^*, r) : h_1^\ast(a^*, u^*) + h_2^\ast(b^*, v^*) \leq r\} \) is closed regarding the set \( X^* \times \Delta V \times \mathbb{R} \) in \( (X^*, \omega(X^*, X)) \times (Y^*, \omega(Y^*, Y)) \times (Y^*, \omega(Y^*, Y)) \times \mathbb{R} \), where \( \Delta V = \{(y^*, y^*): y^* \in V\} \).

Proof. Take an arbitrary \( (x^*, y^*) \in X^* \times Y^* \). The following equality can be easily derived

\[
(h_1 \Box h_2)^\ast(x^*, y^*) = \sup_{x \in X, u, v \in Y} \{\langle x^*, x \rangle + \langle y^*, u + v \rangle - h_1(x, u) - h_2(x, v)\}. \tag{4. 6}
\]

Define now the functions \( F, G : X \times Y \times Y \to \mathbb{R} \), by \( F(x, u, v) = h_1(x, u) \) and \( G(x, u, v) = h_2(x, v) \) for all \( (x, u, v) \in X \times Y \times Y \). It holds \( (h_1 \Box h_2)^\ast(x^*, y^*) = (F + G)^\ast(x^*, y^*, y^*) \). One can show that for all \( (x^*, u^*, v^*) \in X^* \times Y^* \times Y^* \), the conjugate functions \( F^\ast, G^\ast : X^* \times Y^* \times Y^* \to \mathbb{R} \) have the following formulations

\[
F^\ast(x^*, u^*, v^*) = \begin{cases} h_1^\ast(x^*, u^*), & \text{if } v^* = 0, \\ +\infty, & \text{otherwise} \end{cases}
\]
and
\[ G^*(x^*, u^*, v^*) = \begin{cases} h_2^*(x^*, v^*), & \text{if } u^* = 0, \\ +\infty, & \text{otherwise}, \end{cases} \]
respectively. Further we have \((F^* \Box G^*)(x^*, y^*, y^*) = (h_1^* \Box h_2^*)(x^*, y^*, y^*)\). Hence the condition (i) is fulfilled if and only if \((F+G)^*(x^*, y^*, y^*) = (F^* \Box G^*)(x^*, y^*, y^*)\) and \((F^* \Box G^*)(x^*, y^*, y^*)\) is exact at \((x^*, y^*, y^*)\) for all \((x^*, y^*, y^*) \in X^* \times \Delta V\). In view of Corollary 4.1, the last condition is equivalent to epigraph \(F^* + G^*\) is closed regarding the set \(X^* \times \Delta V \times \mathbb{R}\) in \((X^*, \omega(X^*, X)) \times (Y^*, \omega(Y^*, Y)) \times (Y^*, \omega(Y^*, Y)) \times \mathbb{R}\). Finally the equality epigraph \(F^* + G^* = \{ (a^* + b^*, u^*, v^*, r) : h_1^*(a^*, u^*) + h_2^*(b^*, v^*) \leq r \}\), whose proof presents no difficulty, gives the desired result. 

For the particular case when \(V := Y^*\) we obtain a necessary and sufficient condition for the bivariate infimal convolution formula (relation (i) in the result below).

**Corollary 4.2** Let \(h_1, h_2 : X \times Y \to \mathbb{R}\) be proper, convex and lower semicontinuous functions such that \(\text{pr}_X(\text{dom } h_1) \cap \text{pr}_X(\text{dom } h_2) \neq \emptyset\). The following statements are equivalent:

(i) \((h_1 \Box h_2)^* = h_1^* \Box h_2^*\) and \(h_1^* \Box h_2^*\) is exact;

(ii) \(\{ (a^* + b^*, u^*, v^*, r) : h_1^*(a^*, u^*) + h_2^*(b^*, v^*) \leq r \}\) is closed regarding the set \(X^* \times \Delta Y^* \times \mathbb{R}\) in \((X^*, \omega(X^*, X)) \times (Y^*, \omega(Y^*, Y)) \times (Y^*, \omega(Y^*, Y)) \times \mathbb{R}\).

**Remark 4.4** A generalized interior-point condition which guarantees relation (i) in Corollary 4.2 (and implicitly also (ii)) has been given by Simons and Zălinescu in the framework of Banach spaces (cf. [130, Theorem 4.2]), namely:

\[(CQ^{SZ}) \quad 0 \in \text{sqri} \left( \text{pr}_X(\text{dom } h_1) - \text{pr}_X(\text{dom } h_2) \right).\]

Nevertheless, unlike the condition (ii), which is necessary and sufficient for (i), the condition \((CQ^{SZ})\) is only sufficient, as the following example, which can be found in [26], shows.

**Example 4.1** Take \(X = Y = \mathbb{R}^2\), equipped with the Euclidean norm \(\| \cdot \|_2\), \(f, g : \mathbb{R}^2 \to \mathbb{R}\), \(f = \| \cdot \|_2 + \delta_{\mathbb{R}^+}, g = \delta_{-\mathbb{R}^+}\),

\[ h_1(x, x^*) = f(x) + f^*(x^*) \text{ for all } (x, x^*) \in \mathbb{R}^2 \times \mathbb{R}^2 \]

and, respectively,

\[ h_2(x, x^*) = g(x) + g^*(x^*) \text{ for all } (x, x^*) \in \mathbb{R}^2 \times \mathbb{R}^2. \]

One can see that \(g^* = \delta_{\mathbb{R}^+}\) and \(f^* = \delta_{\mathbb{R}^+ - \mathbb{R}^+}\) where \(\overline{B}(0, 1)\) is the closed unit ball of \(\mathbb{R}^2\). We have

\[ \{ (x^* + y^*, x, y, r) : f(x) + f^*(x^*) + g(y) + g^*(y^*) \leq r \} = \mathbb{R}^2 \times \{ (x, y, r) \in \mathbb{R}^2, y \in -\mathbb{R}^+, \| x \|_2 \leq r \}, \]

which is closed, hence closed regarding the set \(\mathbb{R}^2 \times \Delta \mathbb{R}^2 \times \mathbb{R}\). Thus, by Corollary 4.2, (i) is fulfilled. However, condition \((CQ^{SZ})\) becomes: \(\mathbb{R}^2_+\) is a closed linear subspace of \(\mathbb{R}^2\), which is of course a false statement.

By taking in Theorem 4.2 \(Y = X^*\) and \(V = X\), where \(X\) is supposed to be a normed space (in this case \(V = X\) can be seen as a subspace of \(Y^* = X^{**}\)), we obtain the following result.
Corollary 4.3 Let \( h_1, h_2 : X \times X^* \to \mathbb{R} \) be proper, convex and lower semi-continuous functions in the strong topology of \( X \times X^* \) such that \( \text{pr}_X(\text{dom} h_1) \cap \text{pr}_X(\text{dom} h_2) \neq \emptyset \). The following statements are equivalent:

(i) \( (h_1 \square h_2)^*(x^*, x) = (h_1^* \square h_2^*)(x^*, x) \) and \( h_1^* \square h_2^* \) is exact at \( (x^*, x) \) for all \( (x^*, x) \in X^* \times X \);

(ii) \( \{ (a^* + b^*, u^{**}, v^{**}, r) : h_1^*(a^*, u^{**}) + h_2^*(b^*, v^{**}) \leq r \} \) is closed regarding the set \( X^* \times \Delta_X \times \mathbb{R} \) in \( (X^*, \omega(X^*, X)) \times (X^{**}, \omega(X^{**}, X^*)) \times (X^{**}, \omega(X^{**}, X^*)) \times \mathbb{R} \).

4.2 Monotone operators and enlargements

In this section we recall some notations and results concerning monotone operators and enlargements. Consider further \( X \) a nontrivial Banach space, \( X^* \) its topological dual space and \( X^{**} \) its bidual space. A set-valued operator \( S : X \rightrightarrows X^* \) is said to be monotone if

\[
\langle y^* - x^*, y - x \rangle \geq 0, \text{ whenever } y^* \in S(y) \text{ and } x^* \in S(x).
\]

The monotone operator \( S \) is called maximal monotone if its graph

\[
G(S) = \{(x, x^*) : x^* \in S(x)\} \subseteq X \times X^*
\]

is not properly contained in the graph of any other monotone operator \( S' : X \rightrightarrows X^* \). For \( S \) we consider also its domain \( D(S) = \{ x \in X : S(x) \neq \emptyset \} = \text{pr}_X(G(S)) \) and its range \( R(S) = \bigcup_{x \in X} S(x) = \text{pr}_X(G(S)) \). The classical example of a maximal monotone operator is the subdifferential of a proper, convex and lower semicontinuous function (this result is due to Rockafellar, cf. [122]). However, there exist maximal monotone operators which are not subdifferentials (cf. [126,128]).

An element \( (x_0, x_0^*) \in X \times X^* \) is said to be monotonically related to the graph of \( S \) if

\[
\langle y^* - x_0^*, y - x_0 \rangle \geq 0 \text{ for all } (y, y^*) \in G(S).
\]

One can show that a monotone operator \( S \) is maximal monotone if and only if the set of monotonically related elements to \( G(S) \) is exactly \( G(S) \).

To an arbitrary monotone operator \( S : X \rightrightarrows X^* \) we associate the Fitzpatrick function \( \varphi_S : X \times X^* \to \mathbb{R} \), defined by

\[
\varphi_S(x, x^*) = \sup \{ \langle y^*, x \rangle + \langle x^*, y \rangle - \langle y^*, y \rangle : y^* \in S(y) \},
\]

which is obviously convex and strong-weak* lower semicontinuous (it is even weak-weak* lower semicontinuous) in the corresponding topology on \( X \times X^* \). Introduced by Fitzpatrick in 1988 (cf. [63]) and rediscovered after some years in [49,98], it proved to be very important in the theory of maximal monotone operators, revealing important connections between convex analysis and monotone operators (see [5,11,26,32,33,49,96,105–107,111,128,130,140,149] and the references therein). Considering the function \( c : X \times X^* \to \mathbb{R}, c(x, x^*) = \langle x^*, x \rangle \) for all \( (x, x^*) \in X \times X^* \), we get the equality \( \varphi_S(x, x^*) = c_S(x^*, x) \) for all \( (x, x^*) \in X \times X^* \), where \( c_S = c + \delta_{G(S)} \) and we are considering the natural injection \( X \subseteq X^{**} \). The function \( \psi_S = \text{cl}_{\| \cdot \|_{X \times X^*}}(\text{co} c_S) \), where the closure is taken in the strong topology of \( X \times X^* \), is well-linked to the Fitzpatrick function. Its properties were intensively studied in reflexive Banach spaces in [107] and in general Banach spaces in [49]. Let us mention that on \( X \times X^* \) we have \( \psi_S^{**} = \varphi_S \) and, in the framework of reflexive Banach spaces the equality \( \varphi_S^{**} = \psi_S \) holds (cf. [49, Remark 5.4]). Let us recall the most important properties of the Fitzpatrick function.
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Lemma 4.2 (cf. [63]) Let $S : X \rightrightarrows X^*$ be a maximal monotone operator. Then

(i) $\varphi_S(x, x^*) \geq \langle x^*, x \rangle$ for all $(x, x^*) \in X \times X^*$;

(ii) $G(S) = \{(x, x^*) \in X \times X^* : \varphi_S(x, x^*) = \langle x^*, x \rangle\}$.

Motivated by these properties of the Fitzpatrick function, the notion of representative function of a monotone operator was introduced and studied in the literature.

Definition 4.1 For $S : X \rightrightarrows X^*$ a monotone operator, we call representative function of $S$ a convex and lower semicontinuous function $h_S : X \times X^* \to \mathbb{R}$ (in the strong topology of $X \times X^*$) fulfilling

$$h_S \geq c \text{ and } G(S) \subseteq \{(x, x^*) \in X \times X^* : h_S(x, x^*) = \langle x^*, x \rangle\}.$$  

We observe that if $G(S) \neq \emptyset$ (in particular if $S$ is maximal monotone), then every representative function of $S$ is proper. It follows immediately that the Fitzpatrick function associated to a maximal monotone operator is a representative function of the operator. The following proposition is a direct consequence of some results given in [49] (see also [92, Proposition 1.2 and Theorem 4.2 (1)]).

Proposition 4.1 Let $S : X \rightrightarrows X^*$ be a maximal monotone operator and $h_S$ be a representative function of $S$. Then

(i) $\varphi_S \leq h_S \leq \psi_S$;

(ii) the canonical restriction of $h_S^\top$ to $X \times X^*$ is also a representative function of $S$;

(iii) $\{(x, x^*) \in X \times X^* : h_S(x, x^*) = \langle x^*, x \rangle\} = \{(x, x^*) \in X \times X^* : h^\top_S(x, x^*) = \langle x^*, x \rangle\} = G(S)$.

One can see by Proposition 4.1 that a convex and lower semicontinuous function $f : X \times X^* \to \mathbb{R}$ is a representative function of the maximal monotone operator $S$ if and only if $\varphi_S \leq f \leq \psi_S$. In particular, $\varphi_S$ and $\psi_S$ are representative functions of $S$ and are the extremal elements of the family of representative functions associated to $S$

$$\mathcal{H}(S) = \left\{ h : X \times X^* \to \mathbb{R} : h \text{ is convex and lower semicontinuous, } h \geq c \text{ and } G(S) \subseteq \{(x, x^*) \in X \times X^* : h(x, x^*) = \langle x^*, x \rangle\} \right\},$$

which was introduced by Burachik and Svaiter in [49].

Let us notice that if $f : X \to \mathbb{R}$ is a proper, convex and lower semicontinuous function, then a representative function of the maximal monotone operator $\partial f : X \rightrightarrows X^*$ is the function $(x, x^*) \mapsto f(x) + f^*(x^*)$. This follows by the Young-Fenchel inequality and from the definition of the subdifferential of $f$. Moreover, according to [41, Theorem 3.1] (see also [106, Example 3]), if $f$ is a sublinear and lower semicontinuous function, then the operator $\partial f : X \rightrightarrows X^*$ has a unique representative function, namely the function $(x, x^*) \mapsto f(x) + f^*(x^*)$.

If $X$ is a Hilbert space, then there exists a unique representative function of the maximal monotone operator $\partial \delta_C : X \rightrightarrows X$, where $C$ is a non-empty closed convex set in $X$. Indeed, by [6, Example 3.1], the Fitzpatrick function of $\partial \delta_C$ is 

$$\varphi_{\partial \delta_C}(x, x^*) = \delta_C(x) + \delta_C^*(x^*).$$

This implies that $\psi_{\partial \delta_C} = \varphi_{\partial \delta_C}^\top = \varphi_{\partial \delta_C}$. As $f_{\partial \delta_C}$ is a representative function of $\partial \delta_C$ if and only if $\varphi_{\partial \delta_C} \leq f_{\partial \delta_C} \leq \psi_{\partial \delta_C}$, we get that the unique representative function is $(x, x^*) \mapsto \delta_C(x) + \delta_C^*(x^*)$. For more on the properties of representative functions we refer to [11, 26, 49, 96, 111] and the references therein.
Remark 4.5 In many situations the representative functions are lower semicontinuous in the strong-weak* topology, as it is the case for example for the Fitzpatrick functions of monotone operators. As Proposition 4.1(ii) shows, for every representative function of a maximal monotone operator one obtains a corresponding representative function which is strong-weak* lower semicontinuous. Moreover, when $S = \partial f$, where $f : X \to \mathbb{R}$ is a proper, convex and lower semicontinuous function, then the function $(x, x^*) \mapsto f(x) + f^*(x^*)$, which is a representative of $\partial f$, is lower semicontinuous in the strong-weak* topology. Hence, for $S : X \rightrightarrows X^*$ a monotone operator, it is natural to consider also the subfamily of $\mathcal{H}(S)$ formed by those representative functions of $S$ which are lower semicontinuous with respect to the strong-weak* topology of $X \times X^*$. Let us notice that in general this is a proper subfamily (cf. [141, Remark 1]), while in the setting of reflexive Banach spaces it coincides with $\mathcal{H}(S)$. In Section 4.5 we will consider strong-weak* lower semicontinuous representative functions of maximal monotone operators.

Let us give the following maximality criteria valid in reflexive Banach spaces (cf. [50, Theorem 3.1] and [111, Proposition 2.1]; see also [126] for other maximality criteria in reflexive spaces). We refer to [92, Theorem 4.2] for a generalization of the next result to arbitrary Banach spaces.

**Theorem 4.3** (cf. [50, 111]) Let $X$ be a reflexive Banach space and $f : X \times X^* \to \mathbb{R}$ a proper, convex and lower semicontinuous function such that $f \geq c$. Then the operator whose graph is the set ${}(x, x^*) \in X \times X^* : f(x, x^*) = \langle x^*, x \rangle}$ is maximal monotone if and only if $f^* \geq c$.

The following particular class of maximal monotone operators has been recently introduced in [92], being also studied in [142].

**Definition 4.2** An operator $S : X \rightrightarrows X^*$ is said to be strongly-representable whenever there exists a proper, convex and strong lower semicontinuous function $h : X \times X^* \to \mathbb{R}$ such that $h \geq c, h^*(x^*, x^{**}) \geq \langle x^{**}, x^* \rangle \forall (x^*, x^{**}) \in X^* \times X^{**}$ and $G(S) = \{(x, x^*) \in X \times X^* : h(x, x^*) = \langle x^*, x \rangle\}$. In this case $h$ is called a strong-representative of $S$.

If $S : X \rightrightarrows X^*$ is strongly-representable, then $S$ is maximal monotone (see [92, Theorem 4.2] and [142, Theorem 8]) and $\varphi_S$ is a strong-representative of $S$.

**Remark 4.6** Marques Alves and Svaiter recently proved that the class of strongly-representable operators, the class of maximal monotone operators of type (NI) and the class of maximal monotone operators of Gossez type (D) coincide (cf. [93, Theorem 1.2] and [94, Theorem 4.4]).

The following definition of a family of enlargements associated to a monotone operator was introduced by Svaiter (cf. [132]).

**Definition 4.3** (cf. [132]) Let $S : X \rightrightarrows X^*$ be a monotone operator. Define $\mathbb{E}(S)$ as the family of multifunctions $E : [0, \infty) \times X \rightrightarrows X^*$ satisfying the following properties:

(i) $E$ is an enlargement of $S$, i.e.:

$$S(x) \subseteq E(\varepsilon, x) \quad \text{for all } \varepsilon \geq 0 \text{ and } x \in X;$$
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(ii) $E$ is non-decreasing, that is for all $x \in X$, $E(\varepsilon_1, x) \subseteq E(\varepsilon_2, x)$ provided that $\varepsilon_1 \leq \varepsilon_2$;

(iii) $E$ satisfies the transportation formula: for every $(\varepsilon_1, x^1, v^1)$, $(\varepsilon_2, x^2, v^2) \in G(E)$ and for every $\lambda \in [0, 1]$ we have $(\varepsilon, x, v) \in G(E)$, where $\varepsilon := \lambda \varepsilon_1 + (1 - \lambda) \varepsilon_2 + \lambda (1 - \lambda) (v^1 - v^2, x^1 - x^2)$, $x := \lambda x^1 + (1 - \lambda) x^2$ and $v := \lambda v^1 + (1 - \lambda) v^2$.

A particular choice of $E \in \mathbb{E}(S)$ was considered in [44] and it has for $\varepsilon \geq 0$ and $x \in X$ the following definition

$$S^\varepsilon(\varepsilon, x) = \{x^* \in X^* : \langle y^* - x^*, y - x \rangle \geq -\varepsilon \text{ for all } (y, y^*) \in G(S)\}.$$  

The family $\mathbb{E}_c(S)$ has also a smallest element, namely the enlargement $S^{\ast \ast}$ defined for all $(\varepsilon, x) \in \mathbb{R}_+ \times X$ by

$$S^{\ast \ast}(\varepsilon, x) = \bigcap_{E \in \mathbb{E}_c(S)} E(\varepsilon, x).$$

**Remark 4.7** Given $E : \mathbb{R}_+ \times X \rightrightarrows X^*$, we define the closure of $E$, $\overline{E} : \mathbb{R}_+ \times X \rightrightarrows X^*$ by (cf. [132])

$$\overline{E}(\varepsilon, x) := \{x^* \in X^* : (\varepsilon, x, x^*) \in \text{cl} \left( G(E) \right) \} \quad \forall (\varepsilon, x) \in \mathbb{R}_+ \times X.$$  

We say that $E$ is closed if $E = \overline{E}$. One can see that $G(\overline{E}) = \text{cl}(G(E))$. Consider in the following $S : X \rightrightarrows X^*$ a maximal monotone operator. The smallest element of the family $\mathbb{E}_c(S)$ was introduced in [49] by the following procedure. Define $M^S : \mathbb{R}_+ \times X \rightrightarrows X^*$, by

$$M^S(\varepsilon, x) := \bigcap_{E \in \mathbb{E}_c(S)} E(\varepsilon, x) \quad \forall (\varepsilon, x) \in \mathbb{R}_+ \times X.$$  

Then $M^S$ is the smallest element of $\mathbb{E}_c(S)$ (cf. [49, Proposition 2.6]). In the following we show that $M^S = S^{\ast \ast}$. Indeed, from the definitions above one has $G(M^S) \subseteq G(S^{\ast \ast})$, hence $G(M^S) \subseteq G(S^{\ast \ast})$ (one can prove that $G(S^{\ast \ast})$ is closed). On the other hand, take $(\varepsilon, x) \in \mathbb{R}_+ \times X$ and $x^* \in S^{\ast \ast}(\varepsilon, x)$ arbitrary. Then $x^* \in E(\varepsilon, x)$ for all $E \in \mathbb{E}_c(S)$, hence in particular (since $\overline{M^S} \in \mathbb{E}_c(S)$, cf. [49, Proposition 2.6]) $x^* \in \overline{M^S}(\varepsilon, x)$. Thus $G(S^{\ast \ast}) \subseteq G(M^S)$. All together, we obtain $M^S = S^{\ast \ast}$. Let us notice that $M^S$ is the smallest element of $\mathbb{E}(S)$ (cf. [132, Lemma 3.6]).
For an arbitrary representative function $h_S$ one can consider the following enlargement of $S$ (see [49, 51]): $S_{h_S} : \mathbb{R}_+ \times X \rightrightarrows X^*,$

$$S_{h_S}(\varepsilon, x) := \{x^* \in X^* : h_S(x, x^*) \leq \varepsilon + \langle x^*, x \rangle \} \text{ for all } (\varepsilon, x) \in \mathbb{R}_+ \times X.$$ 

Let us notice that for all $\varepsilon \geq 0$ the set $S_{h_{S\varepsilon}}(\varepsilon, x)$ is convex and closed (weak*-closed) if $h_S$ is lower semicontinuous in the strong (strong-weak*) topology of $X \times X^*$. It follows immediately from the definitions above that $S_{\varepsilon S} = S^\varepsilon$. It was proved (see [49]) that for a maximal monotone operator $S$, $S_{h_S} \in \mathcal{E}_c(S)$ and actually (cf. [49, Theorem 3.6]) there exists a one-to-one correspondence between $\mathcal{E}_c(S)$ and the set $\mathcal{H}(S)$ (moreover, this correspondence is an isomorphism with respect to some suitable operations, see [51]). Hence, in case $S$ is a maximal monotone operator, there exists a unique function belonging to $\mathcal{H}(S)$ such that $S^\varepsilon = S_{h_S}$ and in fact $S^\varepsilon = S_{\varepsilon S}$ (cf. [49, relation (35)], see also Remark 4.7 above). Further, for all $(\varepsilon, x) \in \mathbb{R}_+ \times X$ we have

$$S(x) \subseteq S^\varepsilon(x, x) = S_{h_{S\varepsilon}}(\varepsilon, x) \subseteq S_{h_{S\varepsilon}}(\varepsilon, x) \subseteq S_{\varepsilon S}(\varepsilon, x) = S^\varepsilon(\varepsilon, x),$$

where $S_{h_{S\varepsilon}}(\varepsilon, x) = \{x^* \in X^* : h_S^\varepsilon(x, x^*) \leq \varepsilon + \langle x^*, x \rangle \}$, as well as $S(x) = S^\varepsilon(0, x) = S_{h_S}(0, x) = S_{h_{S\varepsilon}}(0, x) = S^\varepsilon(0, x)$.

**Remark 4.8** If $S = \partial f$, where $f$ is a proper, convex and lower semicontinuous function, then for all $\varepsilon \geq 0$ and all $x \in X$ we have

$$\partial f(x) \subseteq \partial_r f(x) \subseteq \partial^\varepsilon f(x) := (\partial f)^\varepsilon(\varepsilon, x),$$

and the inclusions can be strict (see [44, 97]). Moreover, taking $h : X \times X^* \to \mathbb{R}$, $h(x, x^*) = f(x) + f^*(x^*)$ for all $(x, x^*) \in X \times X^*$, which is a representative function of $\partial f$, we see that $(\partial f)_h(\varepsilon, x) = (\partial f)_h^*(\varepsilon, x, x) = \partial_r f(x)$ for all $\varepsilon \geq 0$ and all $x \in X$.

### 4.3 The $\varepsilon$-enlargement of the sum of two maximal monotone operators

We show that the necessary and sufficient regularity condition given in Section 4.1 for the bivariate infimal convolution formula delivers a closedness-type regularity condition which equivalently characterizes the $\varepsilon$-enlargement of the sum of two maximal monotone operators. Let us begin with the following result concerning the representability of the sum operator. In this section $X$ is a Banach space.

**Theorem 4.4** Let $S, T : X \rightrightarrows X^*$ be two maximal monotone operators with representative functions $h_S$ and $h_T$, respectively, such that $\operatorname{pr}_X(\operatorname{dom} h_S) \cap \operatorname{pr}_X(\operatorname{dom} h_T) \neq \emptyset$ and consider the function $h : X \times X^* \to \mathbb{R}$, $h(x, x^*) = (h_S \square_2 h_T)^*(x^*, x)$ for all $(x, x^*) \in X \times X^*$. If

$$\{(a^* + b^*, u^*, v^*, r) : h_S^\varepsilon(a^*, u^*) + h_T^\varepsilon(b^*, v^*) \leq r \}$$

is closed regarding the set $X^* \times \Delta_X \times \mathbb{R}$ in $(X^*, \omega(X^*, X)) \times (X^*, \omega(X^*, X)) \times (X^*, \omega(X^*, X)) \times \mathbb{R},$

then $h$ is a representative function of the monotone operator $S + T$. If, additionally, $X$ is reflexive, then $S + T$ is a maximal monotone operator.

**Proof.** The function $h$ is obviously convex and strong-weak* lower semicontinuous, hence lower semicontinuous in the strong topology of $X \times X^*$. Applying Corollary 4.3 we obtain $h^\varepsilon(x, x^*) = (h_S^\varepsilon \square_1 h_T^\varepsilon)(x^*, x)$ and $h_S^\varepsilon \square_1 h_T^\varepsilon$ is exact at $(x^*, x)$ for all
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$(x^*, x) \in X^* \times X$. By using Proposition 4.1 we have for all $(x, x^*) \in X \times X^*$ that $h(x, x^*) = (h_S^x \sqcap h_T^x)(x^*, x) = \inf \{h_S^x(u^*, x) + h_T^x(v^*, x) : u^*, v^* \in X^*, u^* + v^* = x^*\} \geq \inf \{u^*, x \rangle + \langle v^*, x \rangle : u^*, v^* \in X^*, u^* + v^* = x^*\} = (x^*, x)$, hence $h \geq c$.

It remains to show that $G(S + T) \subseteq \{(x, x^*) : h(x, x^*) = (x^*, x)\}$. Take an arbitrary $(x, x^*) \in G(S + T)$. There exist $u^* \in S(x)$ and $v^* \in T(x)$ such that $x^* = u^* + v^*$. Employing once more Proposition 4.1 we obtain

$$\langle x^*, x \rangle \leq h(x, x^*) = (h_S^x \sqcap h_T^x)(x^*, x) \leq h_S^x(u^*, x) + h_T^x(v^*, x) = \langle u^*, x \rangle + \langle v^*, x \rangle = \langle x^*, x \rangle,$$

thus $G(S + T) \subseteq \{(x, x^*) : h(x, x^*) = (x^*, x)\}$.

Actually, we prove that in this case

$$G(S + T) = \{(x, x^*) : h(x, x^*) = (x^*, x)\}. \quad (4.7)$$

Take an arbitrary $(x, x^*)$ such that $h(x, x^*) = (x^*, x)$. Since we have that $h(x, x^*) = (h_S^x \sqcap h_T^x)(x^*, x)$ and $h_S^x \sqcap h_T^x$ is exact at $(x^*, x)$, there exist $u^*, v^* \in X^*$, $u^* + v^* = x^* \in S(x)$, $(4.8)$ is fulfilled.

The function $h_S$ and $h_T$ being representative, from Proposition 4.1 we have $h_S^x(u^*, x) \geq \langle u^*, x \rangle$ and $h_T^x(v^*, x) \geq \langle v^*, x \rangle$, hence, in view of $(4.8)$, the inequalities above must be fulfilled as equalities. Thus, by Proposition 4.1 we get $u^* \in S(x)$ and $v^* \in T(x)$, so $x^* = u^* + v^* \in S(x) + T(x) = (S + T)(x)$ and $(4.7)$ is fulfilled.

Suppose now that $X$ is a reflexive Banach space. Since in this case the weak topology coincides with the weak topology (on $X^*$) and the weak closure of a convex set is exactly the strong closure of the same set, the regularity condition becomes

$$\{(a^* + b^*, u, v, r) : h_S^x(a^*, u) + h_T^x(b^*, v) \leq r\}$$

which is exactly the condition given in [26] for the maximal monotonicity of the operator $S + T$. However, we give in the following a different proof of this result.

Since $h_S$ and $h_T$ are representative functions we have $h_S^x \sqcap h_T^x \geq c$. As the duality product is continuous with respect to the strong topology of $X \times X^*$, it follows $\text{cl}_{\|\cdot\| \times \|\cdot\|}(h_S^x \sqcap h_T^x) \geq c$. Taking into account that the space $X$ is reflexive and the functions $h_S$ and $h_T$ are convex, from the definition of $h$ we obtain $h^* = \text{cl}_{\|\cdot\| \times w^*}(h_S^x \sqcap h_T^x) = \text{cl}_{\|\cdot\| \times \|\cdot\|}(h_S^x \sqcap h_T^x) \geq c$. The conclusion follows now by combining Theorem 4.3 with relation $(4.7)$.

**Remark 4.9** In case of reflexive Banach spaces the condition given in the above theorem is the weakest one given so far which guarantees the maximality of the sum of two maximal monotone operators. Let us notice that a stronger closedness-type regularity condition is considered in [85]. We refer to [26, 32, 33] for a discussion regarding several other conditions given in the literature on this topic by means of generalized interiority notions. We mention here the Rockafellar Condition, namely $\text{int}(\text{dom}(S)) \cap \text{dom}(T) \neq \emptyset$ (cf. [123]), which is one of the oldest introduced in the literature for the maximal monotonicity of the sum of two maximal monotone operators in reflexive Banach spaces. In the nonreflexive case, it is still an open question whether this condition is sufficient. Some important steps in the study of maximal monotone operators in nonreflexive Banach spaces have been made by Bauschke, Wang and Yao (cf. [7]), Borwein (cf. [11]), Marques Alves and Svaiter (cf. [92–94]), Simons (cf. [128]), Voisei (cf. [140]), Zagrodny (cf. [144]), respectively Voisei and Zălinescu (cf. [142]).
Let us state now the main result of this section.

**Theorem 4.5** Let $S, T : X \rightrightarrows X^*$ be two maximal monotone operators with representative functions $h_S$ and $h_T$, respectively, such that $\text{pr}_X(\text{dom} h_S) \cap \text{pr}_X(\text{dom} h_T) \neq \emptyset$ and consider again the function $h$ defined as in the previous theorem. Then the following statements are equivalent:

(i) $\{(a^* + b^*, u^{**}, v^{**}, r) : h_S(a^*, u^{**}) + h_T(b^*, v^{**}) \leq r\}$ is closed regarding the set $X^* \times \Delta_X \times \mathbb{R}$ in $(X^*, \omega(X^*, X)) \times (X^{**}, \omega(X^{**}, X^*)) \times (X^{**}, \omega(X^{**}, X^*)) \times \mathbb{R}$;

(ii) $(S + T)_h(\varepsilon, x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left(S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)\right)$ for all $\varepsilon \geq 0$ and $x \in X$;

where for every $x \in X$ and $\varepsilon \geq 0$, $(S + T)_h(\varepsilon, x) := \{x^* \in X^* : h(x, x^*) \leq \varepsilon + \langle x^*, x \rangle\}$.

**Proof.** Let us suppose that (i) is fulfilled and take $x \in X$ and $\varepsilon \geq 0$. We show first the inclusion

$$
\bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left(S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)\right) \subseteq (S + T)_h(\varepsilon, x).
$$

(4. 9)

Indeed, take $\varepsilon_1, \varepsilon_2 \geq 0$, $\varepsilon_1 + \varepsilon_2 = \varepsilon$, $u^* \in S_{h_S}(\varepsilon_1, x)$ and $v^* \in T_{h_T}(\varepsilon_2, x)$. Then

$$
h(x, u^* + v^*) = (h_S \square_2 h_T)(u^* + v^*, x) \leq (h_S \square_1 h_T)(u^* + v^*, x) \leq h_S(u^*, x) + h_T(v^*, x) \leq \varepsilon_1 + \langle u^*, x \rangle + \varepsilon_2 + \langle v^*, x \rangle = \varepsilon + \langle u^* + v^*, x \rangle,
$$

hence $u^* + v^* \in (S + T)_h(\varepsilon, x)$.

Thus, the inclusion (4. 9) is true. Let us mention that this inclusion is always fulfilled, as there is no need of (i) to prove (4. 9).

However, to show the opposite inclusion, we use condition (i). Take $x^* \in (S + T)_h(\varepsilon, x)$. We have $(h_S \square_2 h_T)^*(x^*, x) \leq \varepsilon + \langle x^*, x \rangle$. By applying Corollary 4.3, we get $(h_S \square_1 h_T)^*(x^*, x) \leq \varepsilon + \langle x^*, x \rangle$ and the infimum in the definition of $(h_S \square_1 h_T)^*(x^*, x)$ is attained. Hence, there exist $u^*, v^* \in X^*$ such that $u^* + v^* = x^*$ and

$$
h_S(u^*, x) + h_T(v^*, x) \leq \varepsilon + \langle u^*, x \rangle + \langle v^*, x \rangle.
$$

(4. 10)

Take $\varepsilon_1 := h_S(u^*, x) - \langle u^*, x \rangle$ and $\varepsilon_2 := \varepsilon - \varepsilon_1$. By using Proposition 4.1 and the inequality (4. 10) we obtain $\varepsilon_1 \geq 0$ and $\varepsilon_2 \geq h_T(v^*, x) - \langle v^*, x \rangle \geq 0$. Thus $u^* \in S_{h_S}(\varepsilon_1, x)$ and $v^* \in T_{h_T}(\varepsilon_2, x)$, that is

$$
x^* = u^* + v^* \in \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left(S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)\right),
$$

(4. 9)

so (ii) is fulfilled.

Conversely, assume that (ii) is true. We start by proving that

$$
h(x, x^*) \geq \langle x^*, x \rangle \text{ for all } (x, x^*) \in X \times X^*.
$$

(4. 11)

Let us suppose that there exists $(x_0, x_0^*) \in X \times X^*$ such that $h(x_0, x_0^*) \leq \langle x_0^*, x_0 \rangle$. By using the condition (ii) for $\varepsilon = 0$ we obtain $x_0^* \in (S + T)_h(0, x_0) = S_{h_S}(0, x_0) + T_{h_T}(0, x_0) = S(x_0) + T(x_0)$. Hence there exist $u_0^* \in S(x_0)$ and $v_0^* \in T(x_0)$ such that $x_0^* = u_0^* + v_0^*$. From Proposition 4.1 we obtain $h_S(x_0, u_0^*) = \langle u_0^*, x_0 \rangle$ and $h_T(x_0, v_0^*) = \langle v_0^*, x_0 \rangle$. Like in (4. 6) we get

$$
h(x_0, x_0^*) = \sup_{x \in X, u^*, v^* \in X^*} \{\langle x_0^*, x \rangle + \langle u^*, x_0 \rangle + \langle v^*, x_0 \rangle - h_S(x, u^*) - h_T(x, v^*)\}
$$

$$
\geq \langle x_0^*, x_0 \rangle + \langle u_0^*, x_0 \rangle + \langle v_0^*, x_0 \rangle - h_S(x_0, u_0^*) - h_T(x_0, v_0^*) = \langle x_0^*, x_0 \rangle,
$$

which is a contradiction.
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thus (4. 11) is fulfilled.

In view of Corollary 4.3, it is sufficient to show that $h(x, x^*) = (h_S^* \sqcap_1 h_T^*)(x^*, x)$ and $h_S^* \sqcap_1 h_T^*$ is exact at $(x^*, x)$ for all $(x^*, x) \in X^* \times X$. Take an arbitrary $(x^*, x) \in X^* \times X$. The inequality

$$h(x, x^*) \leq (h_S^* \sqcap_1 h_T^*)(x^*, x) \quad (4. 12)$$

is always true. In case when $h(x, x^*) = +\infty$, there is nothing to be proved. The relation (4. 11) ensures $h(x, x^*) > -\infty$, so we may suppose that $h(x, x^*) \in \mathbb{R}$.

Let us denote by $r := h(x, x^*)$. We have $h(x, x^*) = \langle x^*, x \rangle + (r - \langle x^*, x \rangle)$. With $\varepsilon := r - \langle x^*, x \rangle \geq 0$ (cf. (4. 11)), we obtain $x^* \in (S + T)_{h^*_h}(\varepsilon, x)$. Since (ii) is true, there exist $\varepsilon_1, \varepsilon_2 \geq 0$, $\varepsilon_1 + \varepsilon_2 = \varepsilon$ and $u^* \in S_{h_S^*}(\varepsilon_1, x)$ and $v^* \in T_{h_T^*}(\varepsilon_2, x)$, respectively, such that $x^* = u^* + v^*$. Further, adding the two inequalities

$$h_S^*(u^*, x) \leq \varepsilon_1 + \langle u^*, x \rangle$$

and

$$h_T^*(v^*, x) \leq \varepsilon_2 + \langle v^*, x \rangle$$

we obtain

$$h_S^*(u^*, x) + h_T^*(v^*, x) \leq \varepsilon_1 + \varepsilon_2 + \langle u^* + v^*, x \rangle = r = h(x, x^*),$$

hence, in view of (4. 12) we get $h(x, x^*) = h_S^*(u^*, x) + h_T^*(v^*, x) = (h_S^* \sqcap_1 h_T^*)(x^*, x)$ and the proof is complete. \hfill \Box

**Remark 4.10** In view of Theorem 4.4, in case the condition (i) in the theorem above is fulfilled, then $h^*$ is a representative function of the operator $S + T$, hence the notation $(S + T)_h(\varepsilon, x) := \{x^* \in X^* : h(x, x^*) \leq \varepsilon + \langle x^*, x \rangle\}$ is justified. Conversely, when the condition (ii) is true, then (i) is also fulfilled (see the proof above), thus also in this case the use of this notation makes sense.

One can give also a generalized interior-point regularity condition in order to guarantee the equality (ii) in the previous result. The following corollary is a direct consequence of Theorem 4.5 combined with Remark 4.4.

**Corollary 4.4** Let $S, T : X \rightrightarrows X^*$ be two maximal monotone operators with representative functions $h_S$ and $h_T$, respectively, such that $\text{pr}_X(\text{dom } h_S) \cap \text{pr}_X(\text{dom } h_T) \neq \emptyset$. If the following condition is satisfied

$$(CQ^{SZ}) \quad 0 \in \text{SQRI} \left( \text{pr}_X(\text{dom } h_S) - \text{pr}_X(\text{dom } h_T) \right),$$

then $(S + T)_h(\varepsilon, x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0} \left( S_{h_S^*}(\varepsilon_1, x) + T_{h_T^*}(\varepsilon_2, x) \right)$ for all $\varepsilon \geq 0$ and $x \in X$.

**Remark 4.11** The condition $(CQ^{SZ})$ in Corollary 4.4 is only sufficient for the equality (ii) in Theorem 4.5, as it can be seen by taking $X = \mathbb{R}^2$, $S = \partial f$, $T = \partial g$, where $f, g, h_S$ and $h_T$ are defined as in Example 4.1.

We show in the following that a result stated in [45, Theorem 1] for $\varepsilon$-subdifferentials can be derived from Theorem 4.5.

**Corollary 4.5** Let $f, g : X \to \mathbb{R}$ be proper, convex and lower semicontinuous such that $\text{dom } f \cap \text{dom } g \neq \emptyset$. The following statements are equivalent:

(i) $\text{epi } f^* + \text{epi } g^*$ is closed in $(X^*, \omega(X^*, X)) \times \mathbb{R}$;
(ii) \( \partial_x(f + g)(x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} (\partial_{\varepsilon_1} f(x) + \partial_{\varepsilon_2} g(x)) \) for all \( \varepsilon \geq 0 \) and \( x \in X \).

**Proof.** Consider the functions \( h_1, h_2 : X \times X^* \to \mathbb{R} \) defined by \( h_1(x, x^*) = f(x) + f^*(x^*) \) and \( h_2(x, x^*) = g(x) + g^*(x^*) \) for all \( (x, x^*) \in X \times X^* \). We have \( h_1(x, x^*) = f^*(x^*) + f(x^*) \) and \( h_2(x, x^*) = g^*(x^*) + g(x^*) \) for all \( (x^*, x^{**}) \in X^* \times X^{**} \). Further, the condition \((h_1 \Box h_2)^*(x^*, x) = (h_1^* \Box h_2^*)(x^*, x)\) and \( h_1^* \Box h_2^* \) is exact at \((x^*, x)\) for all \((x^*, x) \in X^* \times X\) is fulfilled if and only if \((f + g)^* = f^* \Box g^* \) and \( f^* \Box g^* \) is exact. Applying Corollary 4.1 for \( U = X^* \), (i) is fulfilled if and only if \((f + g)^* = f^* \Box g^* \) and \( f^* \Box g^* \) is exact, which is equivalent to \((h_1 \Box h_2)^*(x^*, x) = (h_1^* \Box h_2^*)(x^*, x) \) and \( h_1 \Box h_2 \) is exact at \((x^*, x)\) for all \((x^*, x) \in X^* \times X \). The later one is equivalent to (see Corollary 4.3)

\[
\{(a^* + b^*, u^*, v^*) : h_1(a^*, u^*) + h_2(b^*, v^*) \leq r\}
\] is closed regarding the subspace \( X^* \times \Delta_X \times \mathbb{R} \) in \((X^*, \omega(X^*, X)) \times (X^{**}, \omega(X^{**}, X^*)) \times (X^{**}, \omega(X^{**}, X^*)) \times \mathbb{R} \).

Since \( h_1 \) and \( h_2 \) are representative functions of the maximal monotone operators \( \partial f \) and \( \partial g \), respectively, we obtain, by Theorem 4.5, applied to the operators \( S = \partial f \) and \( T = \partial g \), that (i) is fulfilled if and only if for all \( \varepsilon \geq 0 \) and all \( x \in X \) the following equality holds

\[
(\partial f + \partial g)_h(\varepsilon, x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left( (\partial f)_{h_1}(\varepsilon_1, x) + (\partial g)_{h_2}(\varepsilon_2, x) \right),
\]

where \( h : X \times X^* \to \mathbb{R}, h(x, x^*) = (h_1 \Box h_2)^*(x^*, x) = (f + g)(x) + (f + g)^*(x^*) \) for all \((x, x^*) \in X \times X^* \). Taking into consideration that \((\partial f + \partial g)_h(\varepsilon, x) = \{x^* \in X^* : (f + g)(x) + (f + g)^*(x^*) \leq \varepsilon + \langle x^*, x \rangle\}\) = \( \partial_{\varepsilon} (f + g)(x) \) and \((\partial f)_{h_1}(\varepsilon_1, x) = \partial_{\varepsilon_1} f(x) \), respectively, \((\partial g)_{h_2}(\varepsilon_2, x) = \partial_{\varepsilon_2} g(x) \) (cf. Remark 4.8), we get the desired conclusion. \( \Box \)

**Remark 4.12** (a) The equivalence in Corollary 4.5 holds also in the framework of separated locally convex spaces (cf. [35, Theorem 5]). The direct implication is shown in [72, Theorem 2.1]. Sufficient conditions which guarantee the equality in Corollary 4.5(ii) can be found in [147, Theorem 2.8.7].

(b) In reflexive Banach spaces one can deduce the equivalence in Corollary 4.5 by using the results presented in [51] for enlargements of monotone operators (see [51, Theorem 6.9]).

(c) Following the approach presented above, one can give a similar result to Theorem 4.5, where, instead of \( S + T \) one can consider the operator \( S + A^* T A \), where \( S : X \rightrightarrows X^* \) and \( T : Y \rightrightarrows Y^* \) are maximal monotone operators, \( X, Y \) are Banach spaces and \( A : X \to Y \) is a continuous linear operator.

### 4.4 A characterization of the maximal monotone operators which are fully enlargeable by \( S^{se} \)

In this section we give an answer to an open problem posed by Burachik and Iusem in [42]. Let us recall first the notion of full enlargeability introduced in [42].

We consider \( X \) a Banach space.

**Definition** (cf. [42]) Let \( S : X \rightrightarrows X^* \) be a maximal monotone operator and consider an element \( E \in E(S) \). We say that
Theorem 4.6 Let $S : X \rightrightarrows X^*$ be a maximal monotone operator and $h_S$ be a representative function of $S$. Then the following statements are equivalent:

(i) $S_{h_S}$ is a full enlargement of $S$;

(ii) for all $x \in D(S)$, $h_S(x, \cdot)$ is uniformly continuous on $S(x)$.

Proof. We give first the proof of the implication $(i) \implies (ii)$, which is similar to the proof of implication $(a) \implies (b)$ in [42, Theorem 3.2]. Let be $x \in D(S)$. Taking into consideration the definition of the function $\beta_S$, the uniform continuity of $h_S(x, \cdot)$ is equivalent to the uniform continuity of $\beta_S(x, \cdot)$. For $x^* \in S(x)$ we fix $\varepsilon > 0$ and consider $\delta > 0$ such that $S(x) + B(0, \delta) \subseteq h_S(\varepsilon, x)$, which exists by the definition of full enlargeability. Take $y^* \in X^*$ such that $d(y^*, S(x)) < \delta$. Consequently, there exists $u^* \in S(x)$ such that $y^* - u^* \in B(0, \delta)$. Hence $y^* = u^* + (y^* - u^*) \in S(x) + B(0, \delta) \subseteq h_S(\varepsilon, x)$, that is $\beta_S(x, y^*) \leq \varepsilon$. We obtain $|\beta_S(x, y^*) - \beta_S(x, x^*)| = \beta_S(x, y^*) \leq \varepsilon$ for all $u^* \in S(x)$. As $\delta$ depends only on $x$ and $\varepsilon$, $(ii)$ holds.

Assume now that $(ii)$ holds and fix $x \in D(S)$ and $\varepsilon > 0$. Since the function $\beta_S(x, \cdot)$ is uniformly continuous on $S(x)$, there exists $\delta > 0$ (which depends on $x$ and $\varepsilon$) fulfilling

$$\beta_S(x, y^*) \leq \varepsilon, \text{ for all } y^* \in X^* \text{ such that } d(y^*, S(x)) < \delta. \quad (4.13)$$

We claim that for $\overline{\delta} := (1/2)\delta$ we have $S(x) + B(0, \overline{\delta}) \subseteq h_S(\varepsilon, x)$. Indeed, take $x^* \in S(x)$ and $v^* \in B(0, \overline{\delta})$. Then $d(x^* + v^*, S(x)) = \inf_{u^* \in S(x)} \|x^* + v^* - u^*\| \leq \|v^*\| \leq \overline{\delta} < \delta$. Combining this inequality with (4.13) we get $\beta_S(x, x^* + v^*) \leq \varepsilon$, which is nothing else than $x^* + v^* \in h_S(\varepsilon, x)$ and the claim is proved. Hence $(i)$ is fulfilled and the proof is complete. \qed

Remark 4.13 By taking $h_S = \varphi_S$ in Theorem 4.6 we obtain exactly the equivalence $(a) \iff (b)$ in [42, Theorem 3.2]. In this case a further equivalent characterization of full enlargeability of $S$ by $S^{ce}$ can be given (see [42, Theorem 3.2 (c)]).

By taking in the previous result $h_S = \psi_S$ we obtain a characterization of the maximal monotone operators which are fully enlargeable by $S^{ce}$ (remember that $S^{ce} = S_{\psi_S}$, see Section 4.2).

Corollary 4.6 Let $S : X \rightrightarrows X^*$ be a maximal monotone operator. Then the following statements are equivalent:

(i) $S^{ce}$ is a full enlargement of $S$;

(ii) for all $x \in D(S)$, $\psi_S(x, \cdot)$ is uniformly continuous on $S(x)$. 
4.5 Guaranteeing the weak*-closedness of the set $S_{h_S}(ε_1, x) + T_{h_T}(ε_2, x)$

In this section we provide a weak generalized interior-point regularity condition which ensures that for $S, T : X \rightrightarrows X^*$ maximal monotone operators with strong-weak* lower semicontinuous representative functions $h_S$ and $h_T$, respectively, the set $S_{h_S}(ε_1, x) + T_{h_T}(ε_2, x)$ is weak*-closed, for all $ε_1, ε_2 ≥ 0$ and all $x ∈ X$. Some comments concerning similar results given in the literature are also made.

In the following we assume that the Banach space $X$ is endowed with the strong topology, while its topological dual $X^*$ is endowed with the weak* topology $ω(X^*, X)$. Thus for a given function $f : X^* → R$ its conjugate function $f^* : X → R$ is defined by $f^*(x) = \sup_{x^* ∈ X^*} \{⟨x^*, x⟩ − f(x^*)⟩$ for all $x ∈ X$, while for $h : X × X^* → R$, $h^* : X^* × X → R$ is defined as $h^*(z^*, x) = \sup_{x^* ∈ X^*, x ∈ X} ⟨x^*, x⟩ + 2⟨z^*, x⟩ − h(x, x^*)⟩$ for all $(z^*, x) ∈ X^* × X$. We prove first a preliminary result which will be useful in the proof of the main theorem of this section and which is of its own interest.

**Theorem 4.7** Let $f, g : X^* → R$ be two proper, convex and weak* lower semicontinuous functions such that $0 ∈ \text{dom } f^* ∩ \text{dom } g^*$ and consider the sets $F = \{x^* ∈ X^* : f(x^*) ≤ 0\}$ and $G = \{x^* ∈ X^* : g(x^*) ≤ 0\}$. If $0 ∈ \text{sqri}(\text{dom } f^* − \text{dom } g^*)$, then $F + G$ is weak*-closed.

**Proof.** The sets $F$ and $G$ are both convex and weak*-closed. If $F + G$ is empty, then there is nothing to be proved. Therefore we assume that $F + G$ is a non-empty set and consider $σ_F, σ_G : X → R$ the support functions of $F$ and $G$ defined by $σ_F(x) = \sup_{x^* ∈ F}(x^*, x)$ and $σ_G(x) = \sup_{x^* ∈ G}(x^*, x)$ for all $x ∈ X$. Both functions $σ_F$ and $σ_G$ are proper, convex and lower semicontinuous (both in $ω(X, X^*)$ and in the strong topology) and $0 ∈ \text{dom } σ_F ∩ \text{dom } σ_G$. Therefore, whenever the condition

$$0 ∈ \text{sqri}(\text{dom } σ_F − \text{dom } σ_G) \quad (4. 14)$$

is fulfilled, one has (cf. [147, Theorem 2.8.7 (viii)]) that

$$σ_{F + G}^* = (σ_F + σ_G)^* = σ_F^* ∪ σ_G^* = δ_F ∪ δ_G = δ_{F + G}$$

and this guarantees that the set $F + G$ is weak*-closed.

To obtain the conclusion we show that the condition $0 ∈ \text{sqri}(\text{dom } f^* − \text{dom } g^*)$ from the hypotheses secures (4. 14). To this aim we consider the function $h : X → R$ defined by $h = \inf_{λ > 0}(λf)^*$. Since the function

$$(x, λ) ↦ \left\{ \begin{array}{ll}
(λf)^*(x), & \text{if } λ > 0,
+∞, & \text{otherwise}
\end{array} \right.$$

is convex (on $X × R$), one has that $h$ is convex, too. Moreover, from the definition of the function $h$ we obtain that $h(x) ≥ ⟨x^*, x⟩$ for all $x ∈ X$ and all $x^* ∈ F$. Hence $cl h ≥ σ_F > −∞$ and consequently $cl h = h^{**}$. We claim that $h^{**} = σ_F$. By using that $f$ is proper, convex and weak* lower semicontinuous, we get for all $x^* ∈ X^*$

$$h^*(x^*) = \sup_{x ∈ X} \{⟨x^*, x⟩ − \inf_{λ > 0}(λf)^*(x)⟩ = \sup_{x ∈ X} \{⟨x^*, x⟩ − (λf)^*(x)⟩

= \sup_{λ > 0} \left\{ \sup_{x ∈ X} \{⟨x^*, x⟩ − (λf)^*(x)⟩ \right\} = (sup(λf)^*(x^*)) = sup(λf(x^*)) = δ_F(x^*)�$$

Hence $h^* = δ_F$ and taking the conjugates we obtain $h^{**} = σ_F$. All together we get $cl h = σ_F$, thus $dom h ⊆ \text{dom } σ_F ⊆ cl(dom h)$. On the other hand, $x ∈ dom h$ if and
4.5 \textit{WEAK*-CLOSEDNESS OF THE SET} $S_{\delta}(\varepsilon_1, x) + T_{\delta^*}(\varepsilon_2, x)$

only if there exists $\lambda > 0$ such that $(\lambda f)^*(x) = \lambda f^*((1/\lambda)x) < +\infty$. This is further equivalent to the existence of $\lambda > 0$ such that $x \in \lambda \text{dom} f^*$ or, in other words, to $x \in \bigcup_{\lambda>0} \lambda \text{dom} f^*$. Consequently, $\text{dom} h = \bigcup_{\lambda>0} \lambda \text{dom} f^*$, that is

$$\bigcup_{\lambda>0} \lambda \text{dom} f^* \subseteq \text{dom} \sigma_F \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda \text{dom} f^* \right).$$

Similarly one can prove that

$$\bigcup_{\lambda>0} \lambda \text{dom} g^* \subseteq \text{dom} \sigma_G \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda \text{dom} g^* \right).$$

On the one hand it holds

$$\bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*) \subseteq \bigcup_{\lambda>0} \lambda \text{dom} f^* - \bigcup_{\mu>0} \mu \text{dom} g^* \subseteq \text{dom} \sigma_F - \text{dom} \sigma_G$$

and, on the other hand, that

$$\text{dom} \sigma_F - \text{dom} \sigma_G \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda \text{dom} f^* \right) - \text{cl} \left( \bigcup_{\mu>0} \mu \text{dom} g^* \right) \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda \text{dom} f^* - \bigcup_{\mu>0} \mu \text{dom} g^* \right).$$

For $\lambda, \mu > 0$, $x \in \text{dom} f^*$ and $y \in \text{dom} g^*$, using that $0 \in \text{dom} f^* \cap \text{dom} g^*$ and the convexity of the sets $\text{dom} f^*$ and $\text{dom} g^*$, we have

$$\lambda x - \mu y = (\lambda + \mu) \left( \lambda/(\lambda + \mu)(x - 0) + \mu/(\lambda + \mu)(0 - y) \right) \in (\lambda + \mu)(\text{dom} f^* - \text{dom} g^*) \subseteq \bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*).$$

Thus

$$\bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*) \subseteq \text{dom} \sigma_F - \text{dom} \sigma_G \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*) \right)$$

and from here

$$\bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*) \subseteq \bigcup_{\lambda>0} \lambda (\text{dom} \sigma_F - \text{dom} \sigma_G) \subseteq \text{cl} \left( \bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*) \right).$$

The hypotheses ensure that $\bigcup_{\lambda>0} \lambda (\text{dom} f^* - \text{dom} g^*)$ is a closed linear subspace of $X$ and this means that the inclusions in the relation above are fulfilled as equalities. This has as consequence the fact that $\bigcup_{\lambda>0} \lambda (\text{dom} \sigma_F - \text{dom} \sigma_G)$ is a closed linear subspace of $X$ too, or, equivalently, $0 \in \text{sqr}(\text{dom} \sigma_F - \text{dom} \sigma_G)$, which completes the proof. \hfill \Box

\textbf{Remark 4.14} The function $h$ was introduced in the above proof in order to show that in case $F \neq \emptyset$ we have $\text{cl}(\text{dom} \sigma_F) = \text{cl} \left( \bigcup_{\lambda>0} \lambda \text{dom} f^* \right)$. Let us give an alternative proof of this fact which relies on some techniques of \textit{asymptotic analysis}. Recall that for $A \subseteq X$ we denote by $A_\infty$ its recession cone and for $u : X \rightarrow \mathbb{R}$, the function $u_\infty : X \rightarrow \mathbb{R}$, whose epigraph is $(\text{epi} u)_\infty$ is called its recession function (sometimes called \textit{asymptotic function}). The function $f$ being proper, convex and weak* lower semicontinuous, we get $f_\infty = \sigma_{\text{dom} f^*}$ (cf. [147, Exercise 2.23]) and $F_\infty = \{x^* \in X^* : f_\infty(x^*) \leq 0\}$ (cf. [147, page 74, relation (2.29)]). We have

$$F_\infty = \{x^* \in X^* : \sigma_{\text{dom} f^*}(x^*) \leq 0\} = \{x^* \in X^* : \langle x^*, y \rangle \leq 0 \ \forall y \in \text{dom} f^*\} = N_{\text{dom} f^*}(0).$$
Since $f^*$ is convex and $0 \in \text{dom } f^*$, $\left( N_{\text{dom } f^*}(0) \right)^\ominus = \text{cl} \left( \bigcup_{\lambda > 0} \lambda \text{ dom } f^* \right)$. Moreover, as $F$ is convex and weak*-closed, we have (cf. [143, page 142], see also [71, relation (7)] or [52, page 259, relation (A.2)])

\[
\text{cl}(\text{dom } \sigma_F) = \left[ \left( \text{cl}(\text{co}(F)) \right)_\infty \right]^\ominus = F^\ominus.
\]

All together the desired conclusion follows. For more on asymptotic analysis we refer to the monograph of AUMLANDER and TEBOULLE [3].

We come now to the proof of the main result of this section.

**Theorem 4.8** Let $S, T : X \rightrightarrows X^*$ be two maximal monotone operators with representative functions $h_S$ and $h_T$, respectively, which are lower semicontinuous with respect to the strong-weak* topology of $X \times X^*$. If

\[
0 \in \text{squir}(\text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast)),
\]

then for all $\varepsilon_1, \varepsilon_2 \geq 0$ and all $x \in X$ the set $S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)$ is weak* -closed.

**Proof.** Let $\varepsilon_1, \varepsilon_2 \geq 0$ and $x \in X$ be fixed. Assume that $S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)$ is non-empty. Thus $x \in \text{pr}_X(\text{dom } h_S) \cap \text{pr}_X(\text{dom } h_T)$. Consider the functions $f, g : X^* \to \mathbb{R}$ defined by $f(x^*) = h_S(x, x^*) - \langle x^*, x \rangle - \varepsilon_1$ and $g(x^*) = h_T(x, x^*) - \langle x^*, x \rangle - \varepsilon_2$ for all $x^* \in X^*$. The functions $f$ and $g$ are proper, convex and weak* lower semicontinuous. Since $\inf_{x^* \in X^*} f(x^*) \geq -\varepsilon_1 > -\infty$ and $\inf_{x^* \in X^*} g(x^*) \geq -\varepsilon_2 > -\infty$, it yields $0 \in \text{dom } f^* \cap \text{dom } g^*$. Moreover, $S_{h_S}(\varepsilon_1, x) = \{x^* \in X^* : f(x^*) \leq 0\}$ and $T_{h_T}(\varepsilon_2, x) = \{x^* \in X^* : g(x^*) \leq 0\}$.

We apply Lemma 4.1(ii) (remember that on $X^*$ we consider the weak* topology, hence $X \times X^*$ and $X^* \times X$ are in duality) and obtain

\[
\text{pr}_X(\text{dom } h_S^\ast) \subseteq \text{dom}(h_S(x, \cdot))^\ast \subseteq \text{cl}(w(X, X^*) (\text{pr}_X(\text{dom } h_S^\ast))) = \text{cl} \|_{\|} (\text{pr}_X(\text{dom } h_S^\ast)),
\]

and similarly,

\[
\text{pr}_X(\text{dom } h_T^\ast) \subseteq \text{dom}(h_T(x, \cdot))^\ast \subseteq \text{cl} (\text{pr}_X(\text{dom } h_T^\ast)).
\]

Consequently,

\[
\text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast) \subseteq \text{dom}(h_S(x, \cdot))^\ast - \text{dom}(h_T(x, \cdot))^\ast
\]

\[
\subseteq \text{cl} \left( \text{pr}_X(\text{dom } h_S^\ast) \right) - \text{cl} \left( \text{pr}_X(\text{dom } h_T^\ast) \right) \subseteq \text{cl} \left( \text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast) \right)
\]

and from here one has

\[
\bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast) \right) \subseteq \bigcup_{\lambda > 0} \lambda \left( \text{dom}(h_S(x, \cdot))^\ast - \text{dom}(h_T(x, \cdot))^\ast \right)
\]

\[
\subseteq \text{cl} \left( \bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast) \right) \right).
\]

The hypotheses guarantee that the set $\bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom } h_S^\ast) - \text{pr}_X(\text{dom } h_T^\ast) \right)$ is a closed linear subspace of $X$. Therefore $\bigcup_{\lambda > 0} \lambda \left( \text{dom}(h_S(x, \cdot))^\ast - \text{dom}(h_T(x, \cdot))^\ast \right)$ is a closed linear subspace of $X$ too, or, equivalently, $0 \in \text{squir} \left( \text{dom}(h_S(x, \cdot))^\ast - \text{dom}(h_T(x, \cdot))^\ast \right)$.

For all $u \in X$ we have $f^*(u) = \sup_{x^* \in X^*} \{ \langle x^*, u + x \rangle - h_S(x, x^*) \} + \varepsilon_1 = (h_S(x, \cdot))^\ast (u + x) + \varepsilon_1$ and therefore $\text{dom } f^* = \text{dom}(h_S(x, \cdot))^\ast - x$. Analogously, we obtain $\text{dom } g^* = \text{dom}(h_T(x, \cdot))^\ast - x$, which implies that $0 \in \text{squir}(\text{dom } f^* - \text{dom } g^*)$.

Finally, Theorem 4.7 guarantees that the set $S_{h_S}(\varepsilon_1, x) + T_{h_T}(\varepsilon_2, x)$ is weak* -closed. □

The following theorem follows as a direct consequence of the result above by considering as representative functions of $S$ and $T$ their Fitzpatrick functions.
4.5 WEAK\(^*\) -CLOSEDNESS OF THE SET \(S_{h_\varepsilon}(\varepsilon_1, x) + T_{h_\varepsilon}(\varepsilon_2, x)\)

**Theorem 4.9** Let \(S, T : X \rightrightarrows X^*\) be two maximal monotone operators. If

\[
0 \in \text{sqr} \left( \text{pr}_X(\text{dom} \varphi^*_S) - \text{pr}_X(\text{dom} \varphi^*_T) \right),
\]

then for all \(\varepsilon_1, \varepsilon_2 \geq 0\) and all \(x \in X\) the set \(S^\varepsilon(\varepsilon_1, x) + T^\varepsilon(\varepsilon_2, x)\) is weak\(^*\) -closed.

In the following we give another regularity condition which is sufficient for obtaining the same conclusion like in the theorem above, this time involving the domains of the two operators. To this end we recall a result stated in [130, Lemma 5.3], the proof of which uses techniques taken from [126, pp. 57–62 and pp. 87–88], in case \(X\) is a reflexive Banach space and the representative functions are exactly the Fitzpatrick functions. It can be proved in an analogous way (by using Proposition 4.1) that the result remains valid in a general Banach space and when considering arbitrary representative functions.

**Lemma 4.3** Let \(S, T : X \rightrightarrows X^*\) be two maximal monotone operators with representative functions \(h_S\) and \(h_T\), respectively. The following statements are true

(a) If \(F\) is a closed subspace of \(X\), \(w \in X\) and \(D(S) \subseteq F + w\), then \(\text{pr}_X(\text{dom} h_S) \subseteq F + w\);

(b) \(\bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom} h_S) - \text{pr}_X(\text{dom} h_T) \right) \subseteq \text{cl} \left( \text{lin} \left( D(S) - D(T) \right) \right)\).

**Remark 4.15** It follows easily from Proposition 4.1 and Lemma 4.3 that for \(S, T : X \rightrightarrows X^*\) maximal monotone operators the following inclusions hold:

\[
\bigcup_{\lambda > 0} \lambda \left( D(S) - D(T) \right) \subseteq \bigcup_{\lambda > 0} \lambda \left( \text{co}(D(S)) - \text{co}(D(T)) \right)
\]

\[
\subseteq \bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom} \varphi^*_S) - \text{pr}_X(\text{dom} \varphi^*_T) \right) \subseteq \bigcup_{\lambda > 0} \lambda \left( \text{pr}_X(\text{dom} \varphi_S) - \text{pr}_X(\text{dom} \varphi_T) \right)
\]

\[
\subseteq \text{cl} \left( \text{lin} \left( D(S) - D(T) \right) \right) \subseteq \text{cl} \left( \text{lin} \left( \text{co}(D(S)) - \text{co}(D(T)) \right) \right)
\]

\[
\subseteq \text{cl} \left( \text{lin} \left( \text{pr}_X(\text{dom} \varphi^*_S) - \text{pr}_X(\text{dom} \varphi^*_T) \right) \right)
\]

\[
\subseteq \text{cl} \left( \text{lin} \left( \text{pr}_X(\text{dom} \varphi_S) - \text{pr}_X(\text{dom} \varphi_T) \right) \right) \subseteq \text{cl} \left( \text{lin} \left( D(S) - D(T) \right) \right),
\]

thus

\[
\text{cl} \left( \text{lin} \left( D(S) - D(T) \right) \right) = \text{cl} \left( \text{lin} \left( \text{co}(D(S)) - \text{co}(D(T)) \right) \right)
\]

\[
= \text{cl} \left( \text{lin} \left( \text{pr}_X(\text{dom} \varphi^*_S) - \text{pr}_X(\text{dom} \varphi^*_T) \right) \right) = \text{cl} \left( \text{lin} \left( \text{pr}_X(\text{dom} \varphi_S) - \text{pr}_X(\text{dom} \varphi_T) \right) \right).
\]

The remark above allows us to formulate the following result.

**Theorem 4.10** Let \(S, T : X \rightrightarrows X^*\) be two maximal monotone operators. If

\[
0 \in \text{sqr} \left( \text{co}(D(S)) - \text{co}(D(T)) \right),
\]

then for all \(\varepsilon_1, \varepsilon_2 \geq 0\) and all \(x \in X\) the set \(S^\varepsilon(\varepsilon_1, x) + T^\varepsilon(\varepsilon_2, x)\) is weak\(^*\) -closed.

For a particular instance of Theorem 4.10, when \(\varepsilon_1 = \varepsilon_2 = 0\) and the stronger regularity condition \(0 \in \text{core} \left( \text{co}(D(S)) - \text{co}(D(T)) \right)\) is considered, we refer the reader to [139, Corollary 2.3].
Remark 4.16 In case $X$ is a reflexive Banach space the generalized interior-point regularity conditions stated in Theorem 4.9 and Theorem 4.10 for the weak$^*$-closedness of the set $S^e(\varepsilon_1, x)+T^e(\varepsilon_2, x)$, when $\varepsilon_1, \varepsilon_2 \geq 0$ and $x \in X$, are equivalent. More than that, they are further equivalent to (see [149])

$$0 \in \text{sqri} \left( D(S) - D(T) \right)$$

and to

$$0 \in \text{sqri} \left( \text{pr}_X(\text{dom } \varphi_S) - \text{pr}_X(\text{dom } \varphi_T) \right).$$

In case $X$ is a general Banach space and the operators $S$ and $T$ are strongly-representable, then whenever $0 \in \text{sqri} \left( \text{pr}_X(\text{dom } \varphi_S) - \text{pr}_X(\text{dom } \varphi_T) \right)$ or, equivalently (see [142, Theorem 16]), $0 \in \text{sqri} \left( \text{co}(D(S)) - \text{co}(D(T)) \right)$, or $0 \in \text{sqri} \left( D(S) - D(T) \right)$, then we also have that for $\varepsilon_1, \varepsilon_2 \geq 0$ and $x \in X$ the set $S^e(\varepsilon_1, x)+T^e(\varepsilon_2, x)$ is weak$^*$-closed.

Remark 4.17 By using tools from the functional analysis, García, Lassonde and Revalski proved in [65, Theorem 3.7] that in case $X$ is a Banach space and $S, T : X \rightharpoonup X^*$ are two maximal monotone operators which satisfy the condition $0 \in \text{core} \left( \text{pr}_X(\text{dom } \varphi_S) - \text{pr}_X(\text{dom } \varphi_T) \right)$, one has for all $\varepsilon \geq 0$ and all $x \in X$ that $S^e(\varepsilon, x)+T^e(\varepsilon, x)$ is weak$^*$-closed (in fact, the result works even for $\varepsilon_1 \neq \varepsilon_2$). When $X$ is reflexive, or when $S$ and $T$ are strongly-representable, the regularity conditions given in Remark 4.16 turn out to be weaker than the one in [65]. Nevertheless, it is still an open question whether the condition $0 \in \text{sqri} \left( \text{pr}_X(\text{dom } \varphi_S) - \text{pr}_X(\text{dom } \varphi_T) \right)$ is in general sufficient for the weak$^*$-closedness of the set $S^e(\varepsilon_1, x)+T^e(\varepsilon_2, x)$. 
Chapter 5

Enlargements of positive sets

Stephen Simons proposed in [127] a more general setting for the study of monotone operators. He introduced the notion of a positive set with respect to a quadratic form $q$ defined on a so-called symmetrically self-dual Banach space (Banach SSD space) (see also [128]) as an extension of the notion of a monotone set in Banach spaces. Several results from the theory of monotone operators have been successfully generalized to this more abstract framework. In his investigations Simons has mainly used some techniques based on the extension of the notion of Fitzpatrick function from the theory of monotone operators to a similar concept for positive sets. These investigations have been continued by the same author in [129], where notions and results recently introduced in the theory of monotone operators in general Banach spaces have known an appropriate generalization to positive sets in Banach SSD spaces. Let us mention here also the paper of Martínez-Legaz [95], in which some further considerations and results are presented for maximally $q$-positive sets. Let us notice that the term Simons space is already used in the community when referring to the notion of Banach SSD space (see [22,108]).

In analogy to the enlargement of a monotone operator, in this chapter we introduce and study the notion of enlargement of a positive set in (Banach) SSD spaces. The main results of this chapter are Theorem 5.1, where a one-to-one correspondence between a special family of enlargements of a maximally $q$-positive set and the family of representative functions associated to it is established, respectively Proposition 5.8, where it is shown that the extremal elements of the above mentioned family of representative functions associated to a maximally $q$-positive set are two functions recently introduced and studied by Simons in [129]. In this way we extend to (Banach) SSD spaces several results given for monotone and maximally monotone sets by Burachik and Svaiter in [48,49,132]. The results from this chapter rely on [22].

5.1 Algebraic properties

Let us start by recalling the definition of an SSD space $B$ along with some examples given in [129] and by giving a calculus rule for the quadratic form $q : B \rightarrow \mathbb{R}$ considered on it.

Definition 5.1 (cf. [129, Definition 1.2]) (i) We say that $(B, [\cdot, \cdot])$ is a symmetrically self-dual space (SSD space) if $B$ is a nonzero vector space and $[\cdot, \cdot] : B \times B \rightarrow \mathbb{R}$ is a symmetric bilinear form. We consider the quadratic form $q : B \rightarrow \mathbb{R}$ defined by $q(b) = \frac{1}{2} [b, b]$ for all $b \in B$.

(ii) A subset $A$ of $B$ is said to be $q$-positive if $A \neq \emptyset$ and $q(b - c) \geq 0$ for all
b, c ∈ A. We say that A is maximally q-positive if A is q-positive and maximal (with respect to the inclusion) in the family of q-positive subsets of B.

Remark 5.1 (a) In every SSD space B the following calculus rule is fulfilled:

\[ q(ab + γc) = α^2 q(b) + γ^2 q(c) + αγ|b, c| \] for all α, γ ∈ R and b, c ∈ B. \hspace{1cm} (5.1)

(b) Let B be an SSD space and \( A \subseteq B \) be a q-positive set. Then \( A \) is maximally q-positive if and only if for all \( b ∈ B \) the implication below holds

\[ q(b - c) ≥ 0 \] for all \( c ∈ A \Rightarrow b ∈ A \).

Example 5.1 (cf. [129]) (a) If B is a Hilbert space with inner product \( ⟨b, c⟩ \) then B is an SSD space with \( [b, c] = ⟨b, c⟩ \) and \( q(b) = \frac{1}{2}∥b∥^2 \) and every non-empty subset of B is q-positive.

(b) If B is a Hilbert space with inner product \( ⟨b, c⟩ \) then B is an SSD space with \( [b, c] = −⟨b, c⟩, q(b) = −\frac{1}{2}∥b∥^2 \) and the q-positive sets are the singletons.

(c) One can prove that \( R^3 \) is an SSD space with \( ([b_1, b_2, b_3], (c_1, c_2, c_3)) = b_1 c_2 + b_2 c_1 + b_3 c_3 \) and \( q(b_1, b_2, b_3) = b_1 b_2 + b_1 b_3 + \frac{1}{2} b_1^2 \). See [129] for a discussion regarding the q-positive sets in this setting.

(d) Consider X a nonzero Banach space and \( B = X × X^∗ \). For all \( b = (x, x^∗) \) and \( c = (y, y^∗) ∈ B \) we set \( [b, c] = ⟨y^∗, x⟩ + ⟨x^∗, y⟩ \). Then B is an SSD space, \( q(b) = ⟨x^∗, x⟩ \) and \( q(b - c) = ⟨x^∗ - y^∗, x - y⟩ \). Hence for \( A ⊆ B \) we have that \( A \) is q-positive exactly when \( A \) is a non-empty monotone subset of \( X × X^∗ \) in the usual sense and \( A \) is maximally q-positive exactly when \( A \) is a maximally monotone subset of \( X × X^∗ \) in the usual sense.

Let us consider in the following an arbitrary SSD space \( B \) and a function \( f : B → R^∗ \). We write \( f^θ(a) \) for the conjugate of \( f \) with respect to the pairing \( ⟨⋅, ⋅⟩ \), that is \( f^θ(c) = \sup_{b ∈ B} [c, b] - f(b) \). We write \( P(f) = \{ b ∈ B : f(b) = q(b) \} \). If f is proper and convex, \( f ≥ q \) on \( B \) and \( P(f) \neq ∅ \), then \( P(f) \) is a q-positive subset of \( B \) (see [129, Lemma 1.9]). Conditions under which \( P(f) \) is maximally q-positive are given in [129, Theorem 2.9].

We introduce in the following the concept of enlargement of a positive set and study some of its algebraic properties.

Definition 5.2 Let \( B \) be an SSD space. Given A a q-positive subset of \( B \), we say that the multifunction \( E : R^+ → B \) is an enlargement of \( A \) if

\[ A ⊆ E(ε) \] for all \( ε ≥ 0 \).

Example 5.2 Let \( B \) be an SSD space and \( A \) a q-positive subset of \( B \). The multifunction \( E^A : R^+ → B \) defined by

\[ E^A(ε) = \{ b ∈ B : q(b - c) ≥ −ε \] for all \( c ∈ A \} \]

is an enlargement of \( A \). Let us notice that \( A \) is maximally q-positive if and only if \( A = E^A(0) \). Moreover, in the framework of Example 5.1(d), for the graph of \( E^A \) we have \( G(E^A) = \{ (ε, x, x^∗) : ⟨x^∗ - y^∗, x - y⟩ ≥ −ε \] for all \( (y, y^∗) ∈ A \}, hence in this case \( G(E^A) = G(A^*) \) (see Section 4.2 for the definition of \( A^* \)).

The following definition extends to SSD spaces a notion given in [47,48] (see also [49, Definition 2.3] and Definition 4.3).

Definition 5.3 We say that the multifunction \( E : R^+ → B \) satisfies the transportation formula if for every \( ε_1, ε_2 ≥ 0 \), \( b^1 ∈ E(ε_1) \), \( b^2 ∈ E(ε_2) \) and every \( α_1, α_2 ≥ 0 \), \( α_1 + α_2 = 1 \) we have \( ε := α_1 ε_1 + α_2 ε_2 + α_1 α_2 q(b^1 - b^2) ≥ 0 \) and \( α_1 b^1 + α_2 b^2 ∈ E(ε) \).
5.1 ALGEBRAIC PROPERTIES

Proposition 5.1 Let $B$ be an SSD space and $A \subseteq B$ be a maximally $q$-positive set. Then $E^A$ satisfies the transportation formula.

Proof. Take $\varepsilon_1, \varepsilon_2 \geq 0$, $b^1 \in E^A(\varepsilon_1)$, $b^2 \in E^A(\varepsilon_2)$ and $\alpha_1, \alpha_2 \geq 0$, $\alpha_1 + \alpha_2 = 1$. We have to show that

$$q(\alpha_1 b^1 + \alpha_2 b^2 - c) \geq -\alpha_1 \varepsilon_1 - \alpha_2 \varepsilon_2 - \alpha_1 \alpha_2 q(b^1 - b^2)$$

for all $c \in A$ (5.2) and

$$\alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2) \geq 0.$$ (5.3)

Let $c \in A$ be arbitrary. By using the inequalities $q(b^1 - c) \geq -\varepsilon_1$ and $q(b^2 - c) \geq -\varepsilon_2$ and the calculus rule (5.1) we obtain

$$q(\alpha_1 b^1 + \alpha_2 b^2 - c) = \alpha_1^2 q(b^1 - c) + \alpha_2^2 q(b^2 - c) + \alpha_1 \alpha_2 (q(b^1 - c) + q(b^2 - c) - q(b^1 - b^2))$$

$$+ \alpha_1 \alpha_2 [q(b^1 - c) - q(b^2 - c) - q(b^1 - b^2)] = \alpha_1 q(b^1 - c) + \alpha_2 q(b^2 - c) - \alpha_1 \alpha_2 q(b^1 - b^2) \geq -\alpha_1 \varepsilon_1 - \alpha_2 \varepsilon_2 - \alpha_1 \alpha_2 q(b^1 - b^2).$$

Let us suppose that $\alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2) < 0$. From (5.2) we obtain

$$q(\alpha_1 b^1 + \alpha_2 b^2 - c) > 0$$

for all $c \in A$. (5.4)

Since $A$ is maximally $q$-positive we get $\alpha_1 b^1 + \alpha_2 b^2 \in A$ (cf. Remark 5.1(b)). By choosing $c := \alpha_1 b^1 + \alpha_2 b^2 \in A$ in (5.4) we get $0 > 0$, which is a contradiction. Hence (5.3) is also fulfilled and the proof is complete. \qed

The following result establishes a connection between the transportation formula and convexity (see also [132, Lemma 3.2]).

Proposition 5.2 Let $B$ be an SSD space, $E : \mathbb{R}_+ \rightarrow B$ a multifunction and define the function $\Psi : \mathbb{R} \times B \rightarrow \mathbb{R} \times B$, $\Psi(\varepsilon, b) = (\varepsilon + q(b), b)$ for all $(\varepsilon, b) \in \mathbb{R} \times B$. The following statements are equivalent:

(i) $E$ satisfies the transportation formula;

(ii) $E$ satisfies the generalized transportation formula (or the n-point transportation formula), that is for all $a \geq 1$, $\varepsilon_i \geq 0$, $b^i \in E(\varepsilon_i)$ and $\alpha_i \geq 0$, $i = 1, ..., n$, with $\sum_{i=1}^n \alpha_i = 1$ we have $\varepsilon := \sum_{i=1}^n \alpha_i \varepsilon_i + \sum_{i=1}^n \alpha_i q(b^i - \sum_{j=1}^n \alpha_j b^j) \geq 0$ and $\sum_{i=1}^n \alpha_i b^i \in E(\varepsilon)$;

(iii) $\Psi(G(E))$ is a convex subset of $\mathbb{R} \times B$.

Proof. We notice first that $\Psi$ is a bijective function with inverse $\Psi^{-1} : \mathbb{R} \times B \rightarrow \mathbb{R} \times B$, $\Psi^{-1}(\varepsilon, b) = (\varepsilon - q(b), b)$ for all $(\varepsilon, b) \in \mathbb{R} \times B$.

(ii)$\Rightarrow$(i) Take $\varepsilon_1, \varepsilon_2 \geq 0$, $b^1 \in E(\varepsilon_1)$, $b^2 \in E(\varepsilon_2)$ and $\alpha_1, \alpha_2 \geq 0$, $\alpha_1 + \alpha_2 = 1$. Then for $\varepsilon := \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 q(b^1 - (\alpha_1 b^1 + \alpha_2 b^2)) + \alpha_2 q(b^2 - (\alpha_1 b^1 + \alpha_2 b^2)) \geq 0$ we get $\alpha_1 b^1 + \alpha_2 b^2 \in E(\varepsilon)$. Since

$$\varepsilon = \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2) + \alpha_2 \alpha_2 q(b^1 - b^2) = \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2),$$

this implies that $E$ satisfies the transportation formula.

(i)$\Rightarrow$(iii) Let be $(\mu_1, b^1), (\mu_2, b^2) \in \Psi(G(E))$ and $\alpha_1, \alpha_2 \geq 0$ with $\alpha_1 + \alpha_2 = 1$. Then there exist $\varepsilon_1, \varepsilon_2 \geq 0$ such that $\mu_1 = \varepsilon_1 + q(b^1), b^1 \in E(\varepsilon_1)$ and $\mu_2 = \varepsilon_2 + q(b^2)$, $b^2 \in E(\varepsilon_2)$. By (i) we have that $\varepsilon := \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2) \geq 0$ and $\alpha_1 b^1 + \alpha_2 b^2 \in E(\varepsilon)$. Using (5.1) we further get that

$$\varepsilon + q(\alpha_1 b^1 + \alpha_2 b^2) = \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 \alpha_2 q(b^1 - b^2) + \alpha_2 \alpha_2 q(b^1 - b^2) +$$
\[ \alpha_1 \alpha_2 [b^1, b^2] = \alpha_1 \varepsilon_1 + \alpha_2 \varepsilon_2 + \alpha_1 q(b^1) + \alpha_2 q(b^2) = \alpha_1 \mu_1 + \alpha_2 \mu_2. \]

Thus

\[ \alpha_1 (\mu_1, b^1) + \alpha_2 (\mu_2, b^2) = (\varepsilon + q(\alpha_1 b^1 + \alpha_2 b^2), \alpha_1 b^1 + \alpha_2 b^2) \]

and this provides the convexity of \( \Psi(G(E)) \).

(iii)\( \Rightarrow \) (ii) Let be \( n \geq 1 \), \( \varepsilon_i \geq 0 \), \( b^i \in E(\varepsilon_i) \) and \( \alpha_i \geq 0 \), \( i = 1, \ldots, n \), with \( \sum_{i=1}^n \alpha_i = 1 \). This means that \( (\varepsilon_i + q(b^i), b^i) \in \Psi(G(E)) \) for \( i = 1, \ldots, n \). Let us make the following notations: \( b := \sum_{i=1}^n \alpha_i b^i \) and \( \varepsilon := \sum_{i=1}^n \alpha_i (\varepsilon_i + q(b^i)) - q(b) \). By using the convexity of \( \Psi(G(E)) \) one has \( (\varepsilon + q(b), b) = \sum_{i=1}^n \alpha_i (\varepsilon_i + q(b^i), b^i) \in \Psi(G(E)) \), which implies that \( \Psi^{-1}(\varepsilon + q(b), b) = (\varepsilon, b) \in G(E) \). From here it follows that \( \varepsilon = \sum_{i=1}^n \alpha_i \varepsilon_i + \sum_{i=1}^n \alpha_i q(b^i) - q(b) \geq 0 \) and \( b = \sum_{i=1}^n \alpha_i b^i \in E(\varepsilon) \). To finish the proof we have only to show that \( \sum_{i=1}^n \alpha_i q(b^i - b) = \sum_{i=1}^n \alpha_i q(b^i) - q(b) \). Indeed,

\[
\sum_{i=1}^n \alpha_i q(b^i - b) = \sum_{i=1}^n \alpha_i q(b^i) + \sum_{i=1}^n \alpha_i q(b) - \sum_{i=1}^n \alpha_i [b^i, b] = \sum_{i=1}^n \alpha_i q(b^i) + q(b) - [b, b]
\]

and, consequently, the generalized transportation formula holds. \( \square \)

Like in [132, Definition 3.3] (see also [49, Definition 2.5]) one can introduce a family of enlargements associated to a positive set (see also Definition 4.3).

**Definition 5.4** Let \( B \) be an SSD space and \( A \subseteq B \) be a q-positive set. We define \( \mathbb{E}(A) \) as being the family of multifunctions \( E : \mathbb{R}_+ \to B \) satisfying the following properties:

\( (r1) \) \( E \) is an enlargement of \( A \), that is

\[ A \subseteq E(\varepsilon) \text{ for all } \varepsilon \geq 0; \]

\( (r2) \) \( E \) is nondecreasing, that is

\[ 0 \leq \varepsilon_1 \leq \varepsilon_2 \Rightarrow E(\varepsilon_1) \subseteq E(\varepsilon_2); \]

\( (r3) \) \( E \) satisfies the transportation formula.

If \( A \) is maximally q-positive then \( E^A \) satisfies the properties \( (r1)-(r3) \) (cf. Example 5.2 and Proposition 5.1, while \( (r2) \) is obviously satisfied), hence in this case the family \( \mathbb{E}(A) \) is non-empty. Let us define the multifunction \( E_A : \mathbb{R}_+ \to B \), \( E_A(\varepsilon) := \bigcap_{E \in \mathbb{E}(A)} E(\varepsilon) \) for all \( \varepsilon \geq 0 \).

**Proposition 5.3** Let \( B \) be an SSD space and \( A \subseteq B \) be a maximally q-positive set. Then:

(i) \( E_A, E^A \in \mathbb{E}(A) \);

(ii) \( E_A \) and \( E^A \) are, respectively, the smallest and the biggest elements in \( \mathbb{E}(A) \) with respect to the partial ordering inclusion relation of the graphs, that is \( G(E_A) \subseteq G(E) \subseteq G(E^A) \) for all \( E \in \mathbb{E}(A) \).
5.2 Topological Properties

Proof. (i) That $E^A \in \mathcal{E}(A)$ was pointed out above. The statement $E_A \in \mathcal{E}(A)$ follows immediately, if we take into consideration the definition of $E_A$.

(ii) $E_A$ is obviously the smallest element in $\mathcal{E}(A)$. We prove in the following that $E^A$ is the biggest element in $\mathcal{E}(A)$. Suppose that $E^A$ is not the biggest element in $\mathcal{E}(A)$, namely that there exist $E \in \mathcal{E}(A)$ and $(\varepsilon, b) \in G(E) \setminus G(E^A)$. Since $(\varepsilon, b) \not\in G(E^A)$, there exists $c \in A$ such that $q(b - c) < -\varepsilon$. Let $\lambda \in (0,1)$ be fixed. As $E$ satisfies (r1), we have $c \in A \subseteq E(0)$, that is $(0,c) \in G(E)$. As $(\varepsilon, b), (0,c) \in G(E), \lambda \in (0,1)$ and $E$ satisfies the transportation formula, we obtain $\lambda\varepsilon + \lambda(1 - \lambda)q(b - c) \geq 0$, hence $\varepsilon + (1 - \lambda)q(b - c) \geq 0$. Since this inequality must hold for arbitrary $\lambda \in (0,1)$, we get $\varepsilon + q(b - c) \geq 0$, which is a contradiction. □

Lemma 5.1 Let $B$ be an SSD space, $A \subseteq B$ a maximally $q$-positive set and $E \in \mathcal{E}(A)$. Then

$$E(0) = \bigcap_{\varepsilon > 0} E(\varepsilon) = A.$$  

Proof. By using the properties (r1) and (r2), Proposition 5.3, the definition of $E^A$ and Example 5.2 we get

$$A \subseteq E(0) \subseteq \bigcap_{\varepsilon > 0} E(\varepsilon) \subseteq \bigcap_{\varepsilon > 0} E^A(\varepsilon) = E^A(0) = A$$

and the conclusion follows. □

5.2 Topological Properties

We start by recalling the definition of a Banach SSD space, a concept introduced by Stephen Simons, and further we study some topological properties of enlargements of positive sets in this framework.

Definition 5.5 We say that $B$ is a Banach SSD space if $B$ is an SSD space and $\| \cdot \|$ is a norm on $B$ with respect to which $B$ is a Banach space with norm-dual $B^*$,

$$\frac{1}{2} \| \cdot \|^2 + q \geq 0 \text{ on } B$$  

and there exists $\iota : B \to B^*$ linear and continuous such that

$$\langle \iota(c), b \rangle = [b, c] \text{ for all } b, c \in B.$$  

(5. 6)

Remark 5.2 (i) From (5. 6) we obtain $\| [b, c] \| \leq \| \iota \| \| b \| \| c \|$. Hence for $(b, c), (b, \bar{c}) \in B \times B$ it holds

$$\| [b, c] - [\bar{b}, \bar{c}] \| = \| [b - \bar{b}, c - \bar{c}] + [\bar{b}, c - \bar{c}] + [b - \bar{b}, \bar{c}] \|
\leq \| \iota \| (\| b - \bar{b} \| \| c - \bar{c} \| + \| b - \bar{b} \| \| c - \bar{c} \| + \| b - \bar{b} \| \| \bar{c} \|)).$$

The function $(b, c) \mapsto [b, c]$ is, consequently, continuous and from here one gets immediately the continuity of $q$, $[\cdot, \cdot]$ and $[b, \cdot]$ for all $b, c \in B$.

(ii) For a function $f : B \to \overline{\mathbb{R}}$ we have $f^\alpha(c) = \sup_{b \in B} \{ \langle \iota(c), b \rangle - f(b) \} = f^*(\iota(c))$, that is $f^\alpha = f^* \circ \iota$ on $B$.

Example 5.3 (a) The SSD spaces considered in Example 5.1(a)-(c) are Banach SSD spaces (see [129, Remark 2.2]).

(b) Consider again the framework of Example 5.1(d), that is $X$ is a nonzero Banach space and $B = X \times X^*$. The canonical embedding of $X$ into $X^{**}$ is defined
by \(\hat{\cdot} : X \to X^{**}, (\hat{x}, x^*) := (x^*, x)\) for all \(x \in X\) and all \(x^* \in X^*\). The dual of \(B\) (with respect to the norm topology) is \(X^* \times X^{**}\) under the pairing
\[
\langle c^*, b \rangle = \langle y^*, x \rangle + \langle y^{**}, x^* \rangle \quad \forall b = (x, x^*) \in B \quad \forall c^* = (y^*, y^{**}) \in B^*.
\]
Thus \(X \times X^*\) is a Banach SSD space, where \(\iota : X \times X^* \to X^* \times X^{**}, \iota(x, x^*) = (x^*, \hat{x})\) for all \((x, x^*) \in X \times X^*\).

For \(E : \mathbb{R}_+ \rightrightarrows B\) we define \(\overline{E} : \mathbb{R}_+ \rightrightarrows B\) by \(\overline{E}(\varepsilon) := \{b \in B : (\varepsilon, b) \in \text{cl} \{G(E)\}\}\). The multifunction \(E\) is said to be closed if \(E = \overline{E}\). One can see that \(E\) is closed if and only if \(G(E)\) is closed. For \(A \subseteq B\), consider also the subfamily \(E_c(A) = \{E \in \mathbb{E}(A) : E \text{ is closed}\}\).

**Proposition 5.4** Let \(B\) be a Banach SSD space and \(A \subseteq B\) be a maximally \(q\)-positive set. The following statements are true:

(i) If \(E \in \mathbb{E}(A)\) then \(\overline{E} \in \mathbb{E}_c(A)\).

(ii) If \(E \in \mathbb{E}_c(A)\) then \(E(\varepsilon)\) is closed, for all \(\varepsilon \geq 0\).

(iii) \(\overline{E}_A\) and \(E^A\) are, respectively, the smallest and the biggest elements in \(\mathbb{E}_c(A)\), with respect to the partial ordering inclusion relation of the graphs, that is \(G(\overline{E}_A) \subseteq G(E) \subseteq G(E^A)\) for all \(E \in \mathbb{E}_c(A)\).

**Proof.** (i) Let be \(E \in \mathbb{E}(A)\). One can notice that the continuity of the function \(q\) implies that if \(E\) satisfies the transportation formula, then \(\overline{E}\) satisfies this formula, too. Further, if \(E\) is nondecreasing, then \(\overline{E}\) is also nondecreasing. Hence the first assertion follows.

(ii) The second statement of the proposition is a consequence of the fact that \(E\) is closed if and only if \(G(E)\) is closed.

(iii) Employing once more the continuity of the function \(q\) we get that \(G(E^A)\) is closed. Combining Proposition 5.3 and Proposition 5.4(i) we obtain \(\overline{E}_A, E^A \in \mathbb{E}_c(A)\). The proof of the minimality, respectively, maximality of these elements presents no difficulty.

In the following we establish a one-to-one correspondence between \(\mathbb{E}_c(A)\) and a family of convex functions associated to \(A\). This is done by extending to Banach SSD spaces the techniques used by Burachik and Svaiter in [49, Section 3].

Consider \(B\) a Banach SSD space. To \(A \subseteq B \times \mathbb{R}\) we associate the so-called lower envelope of \(A\) (cf. [4]), defined as \(\text{le}_A : B \to \mathbb{R}, \text{le}_A(b) = \inf \{r \in \mathbb{R} : (b, r) \in A\}\). Obviously, \(A \subseteq \text{epi}(\text{le}_A)\). If, additionally, \(A\) is closed and has an epigraphical structure, that is \((b, r_1) \in A \Rightarrow (b, r_2) \in A\) for all \(r_2 \in [r_1, +\infty)\), then \(A = \text{epi}(\text{le}_A)\).

Let us consider now a multifunction \(E : \mathbb{R}_+ \rightrightarrows B\) and define \(\lambda_E : B \to \mathbb{R}, \lambda_E(b) = \inf \{\varepsilon \geq 0 : b \in E(\varepsilon)\}\). It is easy to observe that \(\lambda_E(b) = \inf \{r \in \mathbb{R} : (b, r) \in G(E^{-1})\}\), where \(E^{-1} : B \rightrightarrows \mathbb{R}_+\) is the inverse of the multifunction \(E\). One has \(G(E^{-1}) = \{(b, \varepsilon) : (\varepsilon, b) \in G(E)\}\). Hence \(\lambda_E\) is the lower envelope of \(G(E^{-1})\). We have \(G(E^{-1}) \subseteq \text{epi}(\lambda_E)\). If \(E\) is closed and nondecreasing, then \(G(E^{-1})\) is closed and has an epigraphical structure, so in this case \(G(E^{-1}) = \text{epi}(\lambda_E)\). As in [49, Proposition 3.1] we obtain the following result.

**Proposition 5.5** Let \(B\) be a Banach SSD space and \(E : \mathbb{R}_+ \rightrightarrows B\) be a multifunction which is closed and nondecreasing. Then

(i) \(G(E^{-1}) = \text{epi}(\lambda_E)\);

(ii) \(\lambda_E\) is lower semicontinuous;
(iii) \( \lambda_E \geq 0 \);

(iv) \( E(\varepsilon) = \{ b \in B : \lambda_E(b) \leq \varepsilon \} \) for all \( \varepsilon \geq 0 \).

Moreover, \( \lambda_E \) is the only function from \( B \) to \( \overline{\mathbb{R}} \) satisfying (iii) and (iv).

Given \( E : \mathbb{R}_+ \Rightarrow B \), we define the function \( \Lambda_E : B \rightarrow \overline{\mathbb{R}}, \Lambda_E := \lambda_E + q \). Let us notice that \( \Lambda_E \) is the lower envelope of \( \Psi(G(E^{-1})) \) (the function \( \Psi \) was defined in Proposition 5.2) and \( \text{epi}(\Lambda_E) = \Psi(\text{epi}(\lambda_E)) \). From these observations, Proposition 5.5(i) and Proposition 5.2 we obtain the following result.

**Corollary 5.1** Let \( B \) be Banach SSD space and \( E : \mathbb{R}_+ \Rightarrow B \) a closed and nondecreasing enlargement of the maximally \( q \)-positive set \( A \subseteq B \). Then \( E \in \mathcal{E}(A) \) if and only if \( \Lambda_E \) is convex.

**Proposition 5.6** Let \( B \) be a Banach SSD space, \( A \subseteq B \) a maximally \( q \)-positive set and \( E \in \mathcal{E}_c(A) \). Then \( \Lambda_E \) is convex, lower semicontinuous, \( \Lambda_E \geq q \) on \( B \) and \( A \subseteq \mathcal{P}(\Lambda_E) \).

**Proof.** The first three assertions follow from Corollary 5.1 and Proposition 5.5(ii) and (iii). Take an arbitrary \( b \in A \). Since \( E \) is an enlargement of \( A \) we get \( b \in E(0) \), hence \( \lambda_E(b) = 0 \) and the conclusion follows. \( \square \)

To every maximally \( q \)-positive set we introduce the following family of convex functions (compare with Definition 4.1).

**Definition 5.6** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. We define \( \mathcal{H}(A) \) as the family of convex and lower semicontinuous functions \( h : B \rightarrow \overline{\mathbb{R}} \) such that

\[
    h \geq q \text{ on } B \text{ and } A \subseteq \mathcal{P}(h).
\]

**Remark 5.3** Combining Proposition 5.6 and Proposition 5.5(i) we obtain that the map \( E \mapsto \Lambda_E \) is one-to-one from \( \mathcal{E}_c(A) \) to \( \mathcal{H}(A) \).

For \( h \in \mathcal{H}(A) \) we define the multifunction \( A_h : \mathbb{R}_+ \Rightarrow B \),

\[
    A_h(\varepsilon) := \{ b \in B : h(b) \leq \varepsilon + q(b) \} \text{ for all } \varepsilon \geq 0.
\]

**Proposition 5.7** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. If \( h \in \mathcal{H}(A) \), then \( A_h \in \mathcal{E}_c(A) \) and \( \Lambda_{A_h} = h \).

**Proof.** Take an arbitrary \( h \in \mathcal{H}(A) \). The properties of the function \( h \) imply that \( A_h \) is a closed enlargement of \( A \). Obviously \( A_h \) is nondecreasing. Trivially, \( A_h(\varepsilon) = \{ b \in B : l(b) \leq \varepsilon \} \), where \( l : B \rightarrow \overline{\mathbb{R}}, l := h - q \). By Proposition 5.5 we get \( \lambda_{A_h} = l \), implying \( \Lambda_{A_h} = h \). The convexity of \( h \) and Corollary 5.1 guarantee that \( A_h \in \mathcal{E}_c(A) \). \( \square \)

As a consequence of the above results we obtain a bijection between the family of closed enlargements (which satisfy condition (r1)-(r3) from Definition 5.4) associated to a maximally \( q \)-positive set and the family of convex functions introduced in Definition 5.6.

**Theorem 5.1** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. The map

\[
    \mathcal{E}_c(A) \rightarrow \mathcal{H}(A), \quad E \mapsto \Lambda_E
\]
is a bijection, with inverse given by

\[ H(A) \rightarrow \mathbb{E}_c(A), \]

\[ h \mapsto A_h. \]

Moreover, \( A_{\Lambda E} = E \) for all \( E \in \mathbb{E}_c(A) \) and \( \Lambda A_h = h \) for all \( h \in H(A) \).

The following corollary shows that for a maximally \( q \)-positive set \( A \), the elements of \( H(A) \) are closely related to \( A \).

**Corollary 5.2** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. Take \( h \in H(A) \). Then \( A = P(h) \).

**Proof.** We have \( A \subseteq P(h) \) by the definition of \( H(A) \). Take an arbitrary \( b \in P(h) \) and define \( E := A_h \). Then \( b \in E(0) \). Applying Theorem 5.1 we get \( E \in \mathbb{E}_c(A) \). Further, by Lemma 5.1 we have \( E(0) = A \), hence \( b \in A \) and the proof is complete. \( \square \)

**Remark 5.4** In what follows, we call an arbitrary element \( h \) of \( H(A) \) a representative function of \( A \). The word “representative” is justified by Corollary 5.2. Since for \( A \) a \( q \)-positive set, we have \( A \neq \emptyset \) (see Definition 5.1(ii)), every representative function of \( A \) is proper.

**Corollary 5.3** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. Take \( E \in \mathbb{E}_c(A) \) and \( b_1 \in E(\varepsilon_1), b_2 \in E(\varepsilon_2) \), where \( \varepsilon_1, \varepsilon_2 \geq 0 \) are arbitrary. Then

\[ q(b_1 - b_2) \geq - (\sqrt{\varepsilon_1} + \sqrt{\varepsilon_2})^2. \]

**Proof.** By Theorem 5.1, there exists a representative function \( h \in H(A) \) such that \( E = A_h \). By using the definition of \( A_h \) and by applying [129, Lemma 1.6] we obtain

\[ -q(b_1 - b_2) \leq (\sqrt{\varepsilon_1} + \sqrt{\varepsilon_2})^2 \]

and the proof is complete. \( \square \)

**Remark 5.5** In case \( B \) is taken as in Example 5.3(b) and \( E = A^c \) (see Example 5.2), the above lower bound is established in [48, Corollary 3.12]. Here we generalize this result to Banach SSD spaces and to an arbitrary \( E \in \mathbb{E}_c(A) \).

In the following we investigate the properties of the functions \( \Lambda_{E^A} \) and \( \Lambda_{E^A} \) and rediscover in this way the functions introduced and studied by S. Simons in [127–129] (see Proposition 5.8(iii) from below).

**Corollary 5.4** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set.

(i) The functions \( \Lambda_{E^A} \) and \( \Lambda_{E^A} \) are, respectively, the minimum and the maximum of this family, that is

\[ \Lambda_{E^A} \leq h \leq \Lambda_{E^A} \text{ for all } h \in H(A). \]

(ii) Conversely, if \( h : B \rightarrow \mathbb{R} \) is a convex and lower semicontinuous function such that

\[ \Lambda_{E^A} \leq h \leq \Lambda_{E^A}, \]

then \( h \in H(A) \).
Proposition 5.8

Let \( A \subseteq B \) be a \( q \)-positive set. We define the functions \( \Theta_A : B^* \to \overline{\mathbb{R}} \), \( \Phi_A : B \to \overline{\mathbb{R}} \) and \( \ast \Theta_A : B \to \overline{\mathbb{R}} \) by

\[
\Theta_A(b^*) := \sup_{a \in A} \{ \langle b^*, a \rangle - q(a) \} \text{ for all } b^* \in B^*,
\]

\[
\Phi_A := \Theta_A \circ \iota
\]

and, respectively,

\[
\ast \Theta_A(c) := \sup_{b^* \in B^*} \{ \langle b^*, c \rangle - \Theta_A(b^*) \} \text{ for all } c \in B.
\]

By \( a \lor b \) we denote the maximum value of \( a, b \in \overline{\mathbb{R}} \). The following properties of the functions defined above appear in [129, Lemma 2.13 and Theorem 2.16]. The property (vii) is a direct consequence of (i)-(vi).

Lemma 5.2

Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a \( q \)-positive set. Then

(i) For all \( b \in B \), \( \Phi_A(b) = \sup_{a \in A} \{ \langle b, a \rangle - q(a) \} = q(b) - \inf_{c \in A} q(b - c) \).
(ii) \( \Phi_A \) is proper, convex, lower semicontinuous and \( A \subseteq P(\Phi_A) \).
(iii) \( (\ast \Theta_A)^\circ = \Theta_A \) and \( (\ast \Theta_A)^\circ = \Phi_A \).
(iv) \( \ast \Theta_A \) is proper, convex, lower semicontinuous, \( \ast \Theta_A \geq \Phi_A \), \( \ast \Theta_A \geq q \) on \( B \) and

\[
\ast \Theta_A = \Phi_A = q \text{ on } A.
\]

(v) \( \ast \Theta_A = \sup \{ h : B \to \overline{\mathbb{R}} \mid h \text{ proper, convex, lower semicontinuous, } h \leq q \text{ on } A \} \).

If, additionally, \( A \) is maximally \( q \)-positive, then

(vi) \( \ast \Theta_A \geq \Phi_A \geq \Phi_A \geq q \) on \( B \) and \( A = P(\ast \Theta_A) = P(\Phi_A) = P(\Phi_A) \).
(vii) \( \ast \Theta_A, \Phi_A, \Phi_A \in \mathcal{H}(A) \).

Next we give other characterizations of the function \( \ast \Theta_A \) and establish the connection between \( \Lambda_{E_A}, \Lambda_{E_A}^{\circ} \) and \( \Phi_A, \ast \Theta_A \), respectively.

Proposition 5.8

Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a \( q \)-positive set. Then

(i) \( \ast \Theta_A = \sup \{ h : B \to \overline{\mathbb{R}} \mid h \text{ proper, convex, lower semicontinuous, } h \leq q \text{ on } B \} \).
(ii) \( \ast \Theta_A = \overline{\text{cl} \text{co}(q + \delta_A)} \).

If, additionally, \( A \) is maximally \( q \)-positive, then

(iii) \( \Lambda_{E_A} = \Phi_A \) and \( \Lambda_{E_A}^{\circ} = \ast \Theta_A \).
(iv) If \( h : B \to \overline{\mathbb{R}} \) is a function such that \( h \in \mathcal{H}(A) \), then \( h \in \mathcal{H}(A) \).
Proof. (i) We have
\[ \{ h : B \to \mathbb{R} \mid h \text{ proper, convex, lower semicontinuous, } h \geq q \text{ on } B \text{ and } A \subseteq \mathcal{P}(h) \} \]
\[ \subseteq \{ h : B \to \mathbb{R} \mid h \text{ proper, convex, lower semicontinuous, } h \leq q \text{ on } A \}, \]
hence from Lemma 5.2(v) we get
\[ \sup \{ h : B \to \mathbb{R} \mid h \text{ proper, convex, lower semicontinuous, } h \geq q \text{ on } B \text{ and } A \subseteq \mathcal{P}(h) \} \leq \Lambda_{\Theta A}. \]
On the other hand, by Lemma 5.2(iv), \( \Lambda_{\Theta A} \) is proper, convex and lower semicontinuous and it fulfills \( \Lambda_{\Theta A} \geq q \) on \( B \) and \( A \subseteq \mathcal{P}(\Lambda_{\Theta A}) \). Thus the equality follows.

(ii) Since \( \Lambda_{\Theta A} \leq q \) on \( A \) we have \( \Lambda_{\Theta A} \leq q + \delta_A \) on \( B \), hence
\[ \Lambda_{\Theta A} \leq \text{cl} \text{ co}(q + \delta_A) \leq q + \delta_A. \tag{5. 10} \]
The above inequality shows that \( \text{cl} \text{ co}(q + \delta_A) \) is a proper, convex, lower semicontinuous function such that \( \text{cl} \text{ co}(q + \delta_A) \leq q \) on \( A \). Applying Lemma 5.2(v) we obtain \( \Lambda_{\Theta A} \geq \text{cl} \text{ co}(q + \delta_A) \), which combined with (5. 10) delivers the desired result.

(iii) From Lemma 5.2(i) and the definition of \( E^A \) we obtain
\[ b \in E^A(\epsilon) \iff q(b - c) \geq -\epsilon \text{ for all } c \in A \iff \inf_{c \in A} q(b - c) \geq -\epsilon \]
\[ \iff q(b) - \Phi_A(b) \geq -\epsilon \iff \Phi_A(b) \leq \epsilon + q(b). \]
This is nothing else than \( E^A = A_{\Phi_A} \). Theorem 5.1 implies that \( \Lambda_{E^A} = \Lambda_{A_{\Phi_A}} = \Phi_A \).

The equality \( \Lambda_{E^A} = \Lambda_{\Theta A} \) follows from (i) and Corollary 5.4.

(iv) From (iii), Corollary 5.4 and [129, Theorem 2.15 (b)] we get \( h^{\Theta} \geq q \) on \( B \) and \( \mathcal{P}(h) = \mathcal{P}(h^{\Theta}) = A \). The function \( h^{\Theta} \) is proper and convex, while its lower semicontinuity follows from the definition of \( h^{\Theta} \) and Remark 5.2, hence \( h^{\Theta} \in \mathcal{H}(A) \).

\[ \square \]

Remark 5.6 Proposition 5.8(iv) is a generalization of [49, Theorem 5.3] to Banach SSD spaces.

Remark 5.7 In general, the functions \( \Lambda_{\Theta A} \) and \( \Phi_A^{\Theta} \) are not identical. A striking example in this sense was given by C. ZĂLINESCU (see [129, Remark 2.14]) for \( B \) a Banach space and \( | \cdot, \cdot | = 0 \) on \( B \times B \). An alternative example, considered by M.D. VOISEI and C. ZĂLINESCU in another context, is given below (see Example 5.4).

Before we present this example, we need the following remark.

Remark 5.8 Consider again the particular setting of Example 5.1(d) and Example 5.3(b), namely when \( B = X \times X^* \), where \( X \) is a nonzero Banach space. Let \( A \) be a non-empty monotone subset of \( X \times X^* \). In this case \( q(x, x^*) = \langle x^*, x \rangle \) for all \( (x, x^*) \in X \times X^* \) and the function \( \Theta_A : X^* \times X^{**} \to \mathbb{R} \) is defined by
\[ \Theta_A(x^*, x^{**}) = \sup_{(s, x^*) \in A} \{ \langle s^*, x \rangle + \langle x^{**}, s \rangle - \langle s^*, s \rangle \} \text{ for all } (x^*, x^{**}) \in X^* \times X^{**}. \]
The function \( \Phi_A : X \times X^* \to \mathbb{R} \) has the following formula
\[ \Phi_A(x, x^*) = \sup_{(s, x^*) \in A} \{ \langle s^*, x \rangle + \langle s^*, x \rangle - \langle s^*, s \rangle \} \text{ for all } (x, x^*) \in X \times X^*, \]
that is \( \Phi_A \) is the Fitzpatrick function of \( A \) (see Section 4.2). By applying the Fenchel-Moreau Theorem we obtain
\[ \Phi_A^{\Theta} = \text{cl}_{x \times w^*} \text{ co}(q + \delta_A) \tag{5. 11} \]
(the closure is taken with respect to the strong-weak* topology on \( X \times X^* \)). The function \( *\Theta_A : X \times X^* \to \bar{\mathbb{R}} \) has for all \((y, y^*) \in X \times X^*\) the following formula

\[
*\Theta_A(y, y^*) = \sup_{(x^*, x^{**}) \in X^* \times X^{**}} \{ \langle x^*, y \rangle + \langle x^{**}, y^* \rangle - \Theta_A(x^*, x^{**}) \}.
\]

**Example 5.4** As in [141, page 5] we consider \( E \) a nonreflexive Banach space, \( X := E^* \) and \( A := \{0\} \times \hat{E} \), which is a monotone subset of \( X \times X^* \). Let us notice that the relation \( q + \delta_A = \delta_A \) is fulfilled. By applying Proposition 5.8(ii) we obtain \( *\Theta_A = \text{cl} \co \delta_A = \delta_A \) (the closure is taken with respect to the strong topology of \( X \times X^* \)). Further, by using (5.11) and the Goldstine Theorem we get \( \Phi_A^g = \text{cl}_{\text{sw}^*} \co \delta_A = \delta_{\{0\} \times E^*}^g \neq *\Theta_A \) (the closure is considered with respect to the strong-weak* topology of \( X \times X^* \)).

**Remark 5.9** Let us notice that the above example was given in [141] in order to show that in the nonreflexive case for a given monotone operator the family of representative functions which are strong-weak* lower semicontinuous does not coincide with the family of representative functions which are lower semicontinuous in the strong topology (see also the comments made in Remark 4.5). However, let us mention that the set \( A \) in Example 5.4 is not a maximal monotone subset of \( X \times X^* \).

In the last part of the section we deal with another subfamily of \( E(A) \), namely the one of closed and additive enlargements. In this way we extend the results from [49,132] to Banach SSD spaces.

**Definition 5.8** Let \( B \) be a Banach SSD space. We say that the multifunction \( E : \mathbb{R}_+ \ni B \) is additive if for all \( \varepsilon_1, \varepsilon_2 \geq 0 \) and \( b^1 \in E(\varepsilon_1), b^2 \in E(\varepsilon_2) \) one has

\[
q(b^1 - b^2) \geq -(\varepsilon_1 + \varepsilon_2).
\]

In case \( A \subseteq B \) is a maximally \( q \)-positive set we denote \( E_{ca}(A) := \{ E \in E_c(A) : E \text{ is additive} \} \).

We have the following characterization of the set \( E_{ca}(A) \).

**Theorem 5.2** Let \( B \) be a Banach SSD space, \( A \subseteq B \) be a maximally \( q \)-positive set and \( E \in E_c(A) \). Then

\[
E \in E_{ca}(A) \iff \Lambda_E^\oplus \leq \Lambda_E.
\]

**Proof.** Assume first that \( E \in E_{ca}(A) \) and take \( b^1, b^2 \) two arbitrary elements in \( B \). By Proposition 5.5(iii) follows that \( \lambda_E(b^1) \geq 0 \) and \( \lambda_E(b^2) \geq 0 \). We claim that

\[
q(b^1 - b^2) \geq -(\lambda_E(b^1) + \lambda_E(b^2)).
\]

In case \( \lambda_E(b^1) = +\infty \) or \( \lambda_E(b^2) = +\infty \) (or both), this fact is obvious. If \( \lambda_E(b^1) \) and \( \lambda_E(b^2) \) are finite, the inequality above follows by using that (cf. Proposition 5.5(i)) \((b_1, \lambda_E(b_1)), (b_2, \lambda_E(b_2)) \in \text{epi}(\lambda_E) = G(E^{-1}) \) and that \( E \) is additive. Consequently, for all \( b^1, b^2 \in B \) we have (see also (5.1))

\[
\lambda_E(b^1) + q(b^1) \geq [b^1, b^2] - (\lambda_E(b^2) + q(b^2)) \iff \Lambda_E(b^1) \geq [b^1, b^2] - \Lambda_E(b^2).
\]

This means that for all \( b^1 \in B, \Lambda_E^\oplus(b^1) \leq \Lambda_E(b^1) \).

Assume now that \( \Lambda_E^\oplus \leq \Lambda_E \) and take arbitrary \( \varepsilon_1, \varepsilon_2 \geq 0 \) and \( b^1 \in E(\varepsilon_1), b^2 \in E(\varepsilon_2) \). This means that \( \lambda_E(b^1) \leq \varepsilon_1 \) and \( \lambda_E(b^2) \leq \varepsilon_2 \). Since \( \Lambda_E(b^1) \geq \Lambda_E^\oplus(b^1) \)

\[
\lambda_E(b^1) + q(b^1) \geq [b^1, b^2] - (\lambda_E(b^2) + q(b^2)),
\]

one has
which yields (see also (5.1))

\[ q(b^1 - b^2) \geq -(\lambda_E(b^1) + \lambda_E(b^2)) \geq -(\varepsilon_1 + \varepsilon_2). \]

This concludes the proof. \( \square \)

The above characterization of the family of closed and additive enlargements associated to a maximally \( q \)-positive set yields in particular that this family is non-empty. This result is stated below.

**Proposition 5.9** Let \( B \) be a Banach SSD space and \( A \subseteq B \) be a maximally \( q \)-positive set. Then \( \mathcal{E}_A \in \mathcal{E}_{ca}(A) \), hence \( \mathcal{E}_{ca}(A) \neq \emptyset \).

**Proof.** By Proposition 5.8(iii) and Lemma 5.2(iii)-(iv) we have \((\Lambda_{\mathcal{E}_A})^\Phi = (\check{\Theta}_A)^\Phi = \Phi_A \leq \check{\Theta}_A = \Lambda_{\mathcal{E}_A} \). Theorem 5.2 guarantees that \( \mathcal{E}_A \in \mathcal{E}_{ca}(A) \) and the proof is completed. \( \square \)
Theses

1. The convex optimization problem
\[
(P_F) \inf_{x \in X} \{f(x) + g(x)\}
\]
is considered, where \(X\) is a separated locally convex space and \(f, g : X \to \mathbb{R}\) are proper and convex functions such that \(\text{dom } f \cap \text{dom } g \neq \emptyset\). The Fenchel dual problem associated to \((P_F)\) is
\[
(D_F) \sup_{x^* \in X^*} \{-f^*(-x^*) - g^*(x^*)\},
\]
where \(X^*\) is the topological dual space of \(X\) and \(f^*, g^*\) are the Fenchel-Moreau conjugates of \(f\), respectively \(g\). We introduce some new regularity conditions expressed by means of the quasi interior and quasi-relative interior (a generalized interiority notion introduced by Borwein and Lewis in [14]). By using some separation theorems available for these notions, we prove that the regularity conditions introduced are sufficient for strong duality, the situation when the optimal objective values of the two problems coincide and the dual has an optimal solution. Moreover, these conditions offer an alternative for the case when the classical regularity conditions from the literature cannot be applied and this is illustrated by an example.

Further, corresponding regularity conditions are derived for the convex optimization problem
\[
(P_A^F) \inf_{x \in X} \{f(x) + (g \circ A)(x)\},
\]
where \(X\) and \(Y\) are separated locally convex spaces with topological dual spaces \(X^*\) and \(Y^*\), respectively, \(A : X \to Y\) is a continuous linear mapping, \(f : X \to \mathbb{R}\) and \(g : Y \to \mathbb{R}\) are proper and convex functions such that \(A(\text{dom } f) \cap \text{dom } g \neq \emptyset\). The Fenchel dual problem associated to \((P_A^F)\) is
\[
(D_A^F) \sup_{y^* \in Y^*} \{-f^*(-A^*y^*) - g^*(y^*)\},
\]
where \(A^* : Y^* \to X^*\) is the adjoint operator of \(A\) (see [29]).

2. Consider the optimization problem with geometric and cone constraints
\[
(P_L) \inf_{x \in S} \{f(x) + g(x)\}
\]
where \(X\) is a topological vector space, \(Y\) is a separated locally convex space, \(S\) is a non-empty subset of \(X\), \(C \subseteq Y\) is a non-empty convex cone, \(f : S \to \mathbb{R}\), \(g : S \to Y\) and the constraint set \(T = \{x \in S : g(x) \in -C\}\) is assumed to be non-empty. The Lagrange dual problem associated to \((P_L)\) is
\[
(D_L) \sup_{\lambda \in C^*} \inf_{x \in S} \{f(x) + \langle \lambda, g(x) \rangle\},
\]
where \(\langle \lambda, g(x) \rangle = \lambda^* g(x)\).
where $C^* = \{x^* \in X^* : \langle x^*, x \rangle \geq 0 \ \forall x \in C\}$ is the positive dual cone of $C$. The pair $(f, g) : S \to \mathbb{R} \times Y$, defined by $(f, g)(x) = (f(x), g(x))$ for all $x \in S$, is assumed to be convex-like with respect to the cone $\mathbb{R}_+ \times C \subseteq \mathbb{R} \times Y$, that is the set $(f, g)(S) + \mathbb{R}_+ \times C$ is convex.

We give regularity conditions for strong duality by means of the notions of quasi interior and quasi-relative interior. This is done by using an approach due to Magnanti (cf. [91]). He introduced a technique showing that Fenchel and Lagrange duality are “equivalent”, in the sense that the classical Fenchel duality result can be derived from the classical Lagrange duality result and vice versa.

We also discuss some results recently given on this topic which are proved to have either superfluous or contradictory assumptions. Several examples are illustrating the theoretical considerations (see [25, 29]).

3. We give necessary and sufficient sequential optimality conditions for the general optimization problem

$$
(P_\Phi) \quad \inf_{x \in X} \Phi(x, 0),
$$

where $X$ and $Y$ are Banach spaces, $X$ is reflexive and $\Phi : X \times Y \to \mathbb{R}$ is a proper, convex and lower semicontinuous function fulfilling $0 \in \text{pr}_Y(\text{dom} \Phi)$. The sequential optimality conditions are expressed via the $\varepsilon$-subdifferential of the function $\Phi$. By using a version of the Brøndsted-Rockafellar Theorem we derive sequential optimality conditions by means of the classical (convex) subdifferential.

We specialize these conditions to the optimization problem

$$
(P^A_L) \quad \inf_{x \in X} \{f(x) + (g \circ A)(x)\},
$$

obtaining in particular several sequential generalizations of the Pshenichnyi-Rockafellar Lemma and improving the sequential optimality conditions given by Jeyakumar and Wu in [84].

For an appropriate choice of the function $\Phi$, we also get some sequential Lagrange multiplier conditions regarding the optimization problem with geometric and cone constraints

$$
(P_L) \quad \inf_{x \in S} f(x), \quad \text{g(x)\in>C}
$$

showing that in the sequential optimality conditions given by Thibault in [136, Theorem 4.1] the hypothesis of normality for the cone $C$ can be removed (see [27]).

By particularizing the general conditions given for $\Phi$, we obtain sequential optimality conditions for the composed convex optimization problem

$$
(P_{CC}^C) \quad \inf_{x \in X} \{f(x) + (g \circ h)(x)\},
$$

where $X$ is a reflexive Banach space, $Y$ is a Banach space partially ordered by the non-empty convex cone $C \subseteq Y$, $f : X \to \mathbb{R}$ is proper, convex and lower semicontinuous, $h : X \to Y^* = Y \cup \{\infty_C\}$ is proper and $C$-convex and $g : Y^* \to \mathbb{R}$ is proper, convex and lower semicontinuous with $g(\infty_C) = +\infty$. We consider two cases, namely when $h$ is $C$-epi-closed and $g$ is $C$-increasing on $h(\text{dom} h) + C$ (in which case $Y$ is considered reflexive), respectively when $h : X \to Y$ is continuous and $g$ is $C$-increasing on $Y$. We rediscover in this way (and improve in some conditions) several sequential optimality conditions given by Thibault in [136] (see [28]).
4. A necessary and sufficient closedness-type regularity condition is given in order to guarantee the following bivariate infimal convolution formula

\[(h_1 \boxdot h_2)^* = h_1^\star \boxdot h_2^\star \text{ and } h_1^\star \boxdot h_2^\star \text{ is exact,}\]

where \(X\) and \(Y\) are separated locally convex spaces and \(h_1, h_2 : X \times Y \to \mathbb{R}\) are proper, convex and lower semicontinuous functions such that \(\text{pr}_X(\text{dom } h_1) \cap \text{pr}_X(\text{dom } h_2) \neq \emptyset\). Here, \(h_1 \boxdot h_2 : X \times Y \to \mathbb{R}, (h_1 \boxdot h_2)(x, y) = \inf \{h_1(x, u) + h_2(x, v) : u, v \in Y, u + v = y\}\) and \(h_1^\star \boxdot h_2^\star : X^* \times Y^* \to \mathbb{R}, (h_1^\star \boxdot h_2^\star)(x^*, y^*) = \inf \{h_1^\star(u^*, y^*) + h_2^\star(v^*, y^*) : u^*, v^* \in X^*, u^* + v^* = x^*\}\). As pointed out by many authors (see for example [111, 130]), such a formula is useful when dealing with the maximality of the sum of two maximal monotone operators in reflexive Banach spaces (see [21]).

5. Consider \(X\) a Banach space, \(S, T : X \rightrightarrows X^*\) two maximal monotone operators with representative functions \(h_S, h_T\), respectively, such that \(\text{pr}_X(\text{dom } h_S) \cap \text{pr}_X(\text{dom } h_T) \neq \emptyset\) and the function \(h : X \times X^* \to \mathbb{R}\) defined by \(h(x, x^*) = (h_S \boxdot h_T)(x^*, x)\) for all \((x, x^*) \in X \times X^*.\) We give an application of the bivariate infimal convolution formula to enlargements of monotone operators and establish a necessary and sufficient condition for the following formula

\[(S + T)\varepsilon(x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left( S h_S^\star(\varepsilon_1, x) + T h_T^\star(\varepsilon_2, x) \right) \quad \forall \varepsilon \geq 0 \text{ and } \forall x \in X,
\]

where for \(M : X \rightrightarrows X^*\) a maximal monotone operator and \(h_M : X \times X^* \to \mathbb{R}\) a representative function of \(M\), \(M_{h_M} : X_+ \times X \rightrightarrows X^*\), defined by \(M_{h_M}(\varepsilon, x) = \{x^* \in X^* : h_M(x, x^*) \leq \varepsilon + \langle x^*, x \rangle\}\) is an enlargement of \(M\). We generalize in this way the formula

\[\partial_\varepsilon(f + g)(x) = \bigcup_{\varepsilon_1, \varepsilon_2 \geq 0 \atop \varepsilon_1 + \varepsilon_2 = \varepsilon} \left( \partial_\varepsilon_1 f(x) + \partial_\varepsilon_2 g(x) \right) \quad \forall \varepsilon \geq 0 \text{ and } \forall x \in X,
\]

which is equivalently characterized (in case \(f\) and \(g\) are proper, convex and lower semicontinuous functions such that \(\text{dom } f \cap \text{dom } g \neq \emptyset\)) by the condition \(\text{epi } f^* + \text{epi } g^*\) is weak*-closed (see [21]).

6. We give an answer to the open problem posed in [42] concerning the characterization of the maximal monotone operators \(S : X \rightrightarrows X^*\) which are fully enlargeable by \(S^{se}\), the smallest element of \(\mathcal{E}_e(S)\), a special family of enlargements associated to the maximal monotone operator \(S\) (see [23]).

7. Under a generalized interior-point condition we establish the weak*-closedness of the set \(S h_S(\varepsilon, x) + T h_T(\varepsilon, x)\), where \(S, T : X \rightrightarrows X^*\) are two maximal monotone operators with strong-weak* lower semicontinuous representative functions \(h_S\) and \(h_T\), respectively. In case \(X\) is a reflexive Banach space, or \(X\) is Banach and \(S\) and \(T\) are of Gossez type (\(D\)), we improve a result given by García, Lassonde and Revalski in [65, Theorem 3.7 (1)] (see [23]).

8. Consider \((B, \langle \cdot, \cdot \rangle)\) a symmetrically self-dual space (SSD space), a notion introduced and studied by Simons in [127]. The theory of monotone operators can be studied in this more general context. We introduce the notion of enlargement of a positive set in SSD spaces. To a maximally positive set \(A\) we associate a family of enlargements \(\mathcal{E}(A)\) and characterize the smallest and biggest element in this family with respect to the inclusion relation. A one-to-one correspondence between the subfamily of closed enlargements of \(\mathcal{E}(A)\)
and the family of so-called representative functions of $A$ is established in the framework of Banach SSD spaces. We show that the extremal elements of the latter family are two functions recently introduced and studied by Simons in [129]. In this way we extend to (Banach) SSD spaces some former results stated for monotone and maximally monotone sets in Banach spaces by Burachik and Svaiter in [48, 49, 132] (see [22]).
Index of notation

∀ for all
∃ there exists (at least one)
N the set of positive integers \{1, 2, ...\}
Z the set of integer numbers
R the set of real numbers
\( \mathbb{R}^+ \) the non-negative orthant of \( \mathbb{R}^m \)
\( \leq_C \) the partial ordering introduced by a non-empty convex cone \( C \)
\( C^* \) the positive dual cone of the cone \( C \)
\( \text{co}(U) \) the convex hull of the set \( U \)
\( \text{cone}(U) \) the conic hull of the set \( U \)
\( \text{cone}(U) \) the convex conic hull of the set \( U \)
\( \text{int}(U) \) the interior of the set \( U \)
\( \text{ri}(U) \) the relative interior of the set \( U \)
\( \text{core}(U) \) the algebraic interior of the set \( U \)
\( \text{icr}(U) \) the relative algebraic interior of the set \( U \)
\( \text{sqri}(U) \) the strong quasi-relative interior of the set \( U \)
\( \text{qi}(U) \) the quasi interior of the set \( U \)
\( \text{qri}(U) \) the quasi-relative interior of the set \( U \)
\( \text{cl}(U) \) the closure of the set \( U \)
\( \text{aff}(U) \) the affine hull of the set \( U \)
\( \text{lin}(U) \) the linear subspace generated by the set \( U \)
\( \text{dom } f \) the domain of the function \( f \)
\( \text{epi } f \) the epigraph of the function \( f \)
\( \text{epi}_C g \) the \( C \)-epigraph of \( g \)
\( \text{co } f \) the convex hull of the function \( f \)
\( \text{cl } f \) the lower semicontinuous hull of the function \( f \)
\( f^* \) the Fenchel-Moreau conjugate of the function \( f \)
\( \langle \cdot, \cdot \rangle \) the bilinear pairing between two vector spaces which are in duality
INDEX OF NOTATION

\[ \partial f \] the (convex) subdifferential of the function \( f \)
\[ \partial \varepsilon f \] the \( \varepsilon \)-subdifferential of the function \( f \)
\[ A^* \] the adjoint of the continuous linear mapping \( A \)
\[ \delta_U \] the indicator function of the set \( U \)
\[ \sigma_U \] the support function of the set \( U \)
\[ v(P) \] the optimal objective value of the optimization problem \( (P) \)
\[ N_U(x) \] the normal cone to the set \( U \) at \( x \in U \)
\[ T_U(x) \] the contingent (Bouligand) cone to the set \( U \) at \( x \in U \)
\[ X^* \] the topological dual space of the topological vector space \( X \)
\[ w(X, X^*) \] the weak topology on \( X \) induced by \( X^* \)
\[ w^*(X^*, X) \] the weak* topology on \( X^* \) induced by \( X \)
\[ \mathcal{R} \] the usual topology on \( \mathbb{R} \)
\[ S : X \rightrightarrows Y \] a set valued operator from \( X \) to \( Y \)
\[ \varphi_S \] the Fitzpatrick function of the monotone operator \( S : X \rightrightarrows X^* \)
\[ (B, \langle \cdot, \cdot \rangle) \] an SSD space
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